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Abstract We present a detailed assessment of the far-infrared donfasise imposed on measurements with the ISOPHOT
far-infrared detectors and cameras aboard the 1SO satéli¢ provide confusion noise values for all measuremerfiguon
rations and observing modes of ISOPHOT in the.89< A <200um wavelength range. Based on these results we also give
estimates for cirrus confusion noise levels at the resmiutimits of current and future instruments of infrared spaescopes:
Spitzer/MIPS, ASTRO-F/FIS and Herschel/PACS.
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&) 1. Introduction minimized by a careful selection of fields with low Galactic

] o S o emission. However, most of the FIR sky is heavily affected by
O Confusion noise is a major limitation in sensitivity and pho,ig phenomenon.

< tometric accuracy for the measurements performed with the
O far-infrared (FIR) filters/detectors of the ISOPHOT instrent
E (Lemke et al.| 1996), on-board the Infrared Space Obsamvato
O (ISO,Kessler et all. 1996). As was showrm 001, _ . o .
1 hereafter Paper I) measurements in the long-wavelengghsfilt The strength_ of th_e cirrus c_onfusmn_ NOISe 1S believed
O of the C100 camera (90 and 1p6) were affected roughly to decrea_lse rapidly with improving sEJaUaI resolution (see
+= equally by confusion and instrument noise and measurem '%ﬁmﬁf%’ b
a with the C200 detector were confusion noise limited. In Pap < l(i990) the ci?rus confusion noisg scmsya
. = we provided estimates of the sky confusion noise — the s 2.5 ) ' .
=> of cirrus confusion noise and fluctuations of the cosmic fa A/D) . with A being the wavelength of th_e observqtlon and
< infrared background — for a special measurement configuratiD the diameter of the telescope primary mirror. In tr_ns respec
. (one target position bracketed by two reference positisims, the 3.5 m HerscheI_Space TEIGSCOpe will be superior to ot-her
© gle pixel apertures of the ISOPHOT C100 and C200 camer&gfogemc space missions like 1ISO, ASTRO-F or Spitzer with
and for four ISOPHOT filters. However, it is desirable to isve primary mirror diameters Ex1m. Although the structure Of.
tigate the dependence of the confusion noise on all actual m@e_ Galactic cirrus may cr_lange_below the ISOPHOT re__sqlutlon
surement configurations. This is a fundamental aspect in JHB“' our detailed confusion noise study offers the posibio

scientific validation and interpretation of FIR ISOPHOT med? make predictions for cher_ FIR space telescopes, forfie fi
surements. time based on observations in the 140 range.

Confusion noise predictions for future/current space mis-
sions working in the far-infrared usually consider the flusct
tions due to the cosmic far-infrared background (CFIRB)onl ] ) ]
(see e.g. Dole et al., 2003, for Spitzer/MIPS, Jeong et@032 In th_ls paper we present a detailed analysis of the _confu—
for ASTRO-F/FIS and Negrello et al., 2004, for Spitzer/M)PSSIon noise for ISOPHOT measurements performed with the
For deep cosmological surveys the cirrus contribution aan B3, €100 and C200 detectors in various measurement config-
urations offered by the ISOPHOT Astronomical Observation

Send offprint requests to: Cs. Kiss, pkisscs@mpia.de Templates (see the ISOPHOT Handbaok. Laureijslet al. /2003,

* Based on observations with ISO, an ESA project with instmisie for an overview). Based on these results we provide predic-
funded by ESA Member States (especially the PI countriesnde, tions for the achievable photometric accuracy (cirrus asioi
Germany, the Netherlands and the United Kingdom) and wifptir- noise at the resolution limit) for the Spitzer/MIPS, ASTRO-
ticipation of ISAS and NASA. F/FIS and Herschel/PACS instruments.
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2. ISOPHOT instrumental set-up and 2.2.2. Chopping

observational parameters ) . .
Chopping observations could be performed with:

2.1. Apertures, filters and detector arrays
— one target and one reference positioecfangular chop-

Since the strength of the confusion noise is highly waveteng ~ Ping, see Figs. 1a—c). Chopper throws had to be chosen in
dependent (see Paper 1), we considered only those ISOPHOTthe range of 90< ¢ < 180"(see Tabl€ll).

filters, where the confusion noise is at least as strong as thre One targetand two reference positiotisagular andsaw-
typical value of the instrument noise. These are the filtatis w  tooth chopping, see Fig. 1a—c). Since we do not consider
central wavelengtha > 90um. Some filters lack the required ~ @ny dependence on the direction of the chopper throw rel-
number of appropriate maps, therefore we restricted olyana  ative to the target, sawtooth and triangular chopping are
sis to the following detector/filter combinations: C100: & equivalentin our analysis and are representetiapgul ar
100um, C200: 170 and 200m (see the ISOPHOT Handbook, ~ chopping. Typical chopper throws are listed in Tdble 1.
ILaureiis et al.| 2003). Confusion noise analysis has been pe

formed for single pixels and for the whole detector arraydfiel .

of-view as well. This is necessary, because for some meaSL?rEZB' Mapping

ment modes the photometric flux is derived from the Summe@bnfusion noise on maps may be determined in many ways
up fluxes of the array, e.g. for C200 staring, where the sourgg, o jing on the point-source flux extraction method. Tais ¢

:S chentered ofn _thel comrrronhcor_ner (;f :]he fourt;je:cector PX&5% e.g. similar to some kind of chopping (see above) using sin
nthe case of sing'e pixels the size of the target/reierapee- gle detector pixels as measuring apertures. A typical and ef

tures are equal t(_) 4{?( 46”?]nd 92 xS)fZ’r’]fo;trl}e C100 ir;%g)o fective way is theaperture photometry, using a single detector
camera, respectively. In the case of the full arrays theai pixel or apertures as target aperture and an annulus ofspixel

target'reference apertures are equal to's3B8" [3x3 array] jaced at a specific distance as reference aperture (sekdFig.
and 184 x 184’ [2x 2 array], respectively. Although there werd’

no suitable "maps” for the P3 detector — 1@ filter combi-

nation, this was modeled with the help of maps obtained by the2 4. Mini-maps

C100 camerain its 100m filter. The system responses of both

filters are quite similar (see Laureijs ef al., 2003, Appeidi  Mini-maps represented a special observing mode which was

Five model apertures were constructed using the C100 deteasically used for observing point sources with high onrseu

tor pixel granulation, and corresponding to the’799’, 120’ and background redundancy. In mini-map mode the detector

and 180 circular and to the 12’127’ rectangular apertures.(C100 or C200 cameras) moved 'around’ the source in a way

These model "apertures” were generated y6Gixel matri- that the source was centered in each detector pixel oncegluri

ces on the C100 maps, with weights for each pixel suitably $be measurement (see Figs. 1e and f for a schematic repesent

according to the theoretical footprint value of this pixalative tion). The confusion noise was calculated according totiyess

to the centre of the 100m point-spread function (PSF). of the detector motion around a (hypothetic) source comside
ing the detector pixel with the source centered in as tanget a
the other pixels as reference apertures. All pixels wenerasd

2.2. Covered observing modes to have equal sensitivities.

A detailed description of ISOPHOT’s observing modes (AOE
= Astronomical Observing Template) can be found in the

ISOPHOT Handbook (Laureijs etlal.. 2003). Below we sungyersampled maps were performed on a regular grid, com-
marize the ess_ent|als featur_e_s forthg derlvathn ofthensk;_e. posed of a series of overlapping parallel scans in the space-
Tablef] contains a traceability matrix of applicable con&gu craft y-axis direction. The chopper was used for oversangpli
tions per AQT. between individual spacecraft positions along the sca. lin
The same celestial position was observed during sevetakras
pointings allowing for elimination of temporal changes ie-d
2.2.1. Staring tector response. Oversamping factors down to 1/3 of the C100
and C200 detector pixel size (1%mnd 30, respectively) were
Staring observations were mainly performed as on-off mealowed, therefore the internal pixel size of oversampleghm
surements. The on-off distance was freely selectable, bst vis smaller than that of the maps in our database. However, the
in most cases a few arcminutes. There was the possibilityfofal photometry in an oversampled map can be performed in
executing a sparse map including several reference pasitio a similar way as in the case of P22 staring raster maps (see
any of several target positions. Staring observations ane- ¢ Sect. 2.2.3). In this case an aperture size corresponditigto
patible with chopping measurements (rectangular or tiéarg ones in our sample (Tables 2-5) should be chosen (e.g. C100
depending on the number of reference positions) in our anapixel or full detector array apertures), i.e. adding up flalues
sis. of the small map pixels.

2.5. Oversampled maps (P32)
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ISOPHOT AOT submode detector aperture number of separation
reference positions  target—reference
PHT 03 staring P3 79-180' 1 1/5-10
chopping P3 79-180" 1-2 90'-180"
PHT 05 staring P3 79-180" 1 1/5-10
PHT 17/18/19 staring P3 79180’ >1 1/5-1°5
PHT 22 staring C100 138138’ 1 2/5-10
staring C200 184x 184’ 1 3-10
chopping C100 46x 46" 1-2 13%-180'
chopping C200 184x 184’ 1 180’
mini-map (3x3) C100 46 x 46" 24 46'-130'
mini-map (2« 2) C200 92 x92" 8 92'-130'
PHT 25 staring C100 138138’ 1 2/5-10
staring C200 184x 184’ 1 3-10
PHT 32 chopping oversampled  C100 "4646” or 138’ x 138’ >1 468'-138'
chopping oversampled  C200  ’9292" or 184’ x 184’ >1 92’184’
PHT 37/38/39 staring C200 184184’ >1 3-1°5

Table 1. Traceability matrix for the configurations of the investighC100, C200 and P3 Astronomical Observing Templates

3. Confusion noise analysis wheref) is the solid angle of the measuring aperture. As shown
in Paper I, the relationship between ttomfusion noise and the
3.1. ISOPHOT maps instrument noise is:

Our database was built from the final maps produced :‘R;Q

Paper I. Therefore we refer to this paper for a detailed descr st~

tion of the data reduction. In summary, the data reduction-co,ynare v is the real sky confusion noise ad,..; is the in-
. . . ns

prised the following main steps: strument noise characteristic of a specific far-infrareg ride

_ : o . calculatedN using the steps (Egs. 1-3) described above for
basic data analysis with PIA/9.0 (Gahrielet dl.[ 1997) necific measurement configurations.

from raw data (integration ramps, ERD) to surface brigh?—

= N2 + 2Ni2nst (3)

The final confusion noise values were correlated with the

ness cal_|brategl maps (AAP?; L average surface brightness of the fields, and this reldtipns
— flat-fielding using first-quartile normalisation; was fitted by a 3-parameter equation (see Paper I):
— subtraction of the Zodiacal Light emission;
— calculation of the instrument noise. 1(8:k,A)
N(@,k,A) _ B
1H1Jy — CO(Q7k7)\)+Cl(Q7k7)\) <1MJySI'1> (4)

3.2. Derivation of the confusion noise _
The Cy, Cy andn parameters are all functions of the num-

The confusion noise of a far-infrared map is characterized ber () and configurationq) of reference apertures and the
the structure function of ®order (see e.¢. Gautier ef él__lD9ZWavelengthX of the observation. Note that this confusion noise
Herbstmeier et all, 1998, for an introduction): is the superposition of extragalactic background and sican-

fusion noise.
S8, k) = <

where B is the measured sky brightnessijs the location of The G, C, andn coefficients were determined by using a rou-
the targetk is the number of reference apertur@]§js the sep- tine based on standard |B|.fUnCti0nS. The routine used the
aration vector of the target and th&" reference aperture andLevenberg-Marquardt technique_(Press tlal.. 1992) toesolv
the average is taken in spatial coordinates over the whope mé€ least-squares problem.
0, -s are determined by the actual measurement configuration. To perform a completely successful fit for a specific fil-
Measurement configurations investigated in this paperlareter/configuration combination, it is necessary to have data
lustrated in Fig[L. points in the whole surface brightness range. Due to the lack
The structure noise due to the fluctuations of the sky brigtf faint fields observed in the C100 1t and C200 20pm
ness and instrument nois¥,,,., is defined as: filters the G parameters for these filters cannot be fitted prop-
erly. Therefore conversions of,Coefficients have been ap-
Nar(0,k) =+/S(0,k) x Q (2) plied from C100 9um to 100um and from C200 17Qm to
200um, as described in Sect. 3.4.

2
> 1) .
- 3.3. Parameter fitting

Bla)~ Y Bl +6,)
k

! PIAis a joint development by ESA Astrophysics Division ahd t
ISOPHOT consortium led by the Max-Planck-Institut fir Astomie 2 Interactive Data Language, Version 5.4-6.0, Researche@gst

(MPIA), Heidelberg Inc.
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Figure 1. Measurement configurations investigated in our analysiegéft and reference apertures are represented by "T” and
"R" flags, respectively. In our analysis an aperture can bHaglesdetector pixel (P3, C100, C200) or a full detectoagiC100

or C200) as well.g) C100 chopping configurations. For rectangular choppinly one reference aperture (R1) and the target
aperture (T) is used. For triangular chopping both R1 and é®@rence apertures are applied. Both the target and referen
apertures can be single detector pixdly or full detector arraysip’). (b) The same as (a) but for the C200 detectoy;The
same as (a) but for the P3 detector. The P3 detector was muai@dlyin combination with circular apertures) Circular (annular)
aperture ad distance around the target aperture. The width of the asreduals the diameter of the target aperture. In practice
the annular reference aperture is realized by a combinafiorap detector pixels as shown in the figui®;$chematic view of

the C100 detector mini-map mode (mini-map witk Braster steps). Raster pointings are indicated by the hitse @he target
and reference apertures for the first raster pointing araligisted in colour; {) Schematic view of the C200 detector mini-map
mode (mini-map with X2 raster steps, see C100 description)

Cy coefficients for the various P3 apertures were deteé3:4. Coefficients for non-investigated filters

mined by simulated confusion noise measurements on S1V: - her fil hich imil v aff d
thetic maps with Poissonian brightness-distribution.Hase or some other filters, which are similary strongly affedby

simulated maps the brightness-scaling was arbitrary, ahd ocr?nfUSiOS noifse (C_:llcl;?: 1Q&m, C200: 120, 1”50 andfl&ﬂn% .
the confusion noise ratio of a single (C100) pixel to a siml!i-e numboer o a\éa| a [e:maﬁs Wa}.sl too small to per ofrmt Zm'
lated P3 aperture was calculated for a specific configuratief §t!gat|on as above. Fort ese |_ters We use transformed co
Then these ratios were applied to thg @lues of the appro- e |c_|ents G, C, andn of the filters investigated. The transfor-
priate configurations in Tablé 3 to obtain thg &efficients for mations are done as follows:

P3 apertures. — The G and G coefficients of the confusion noise — sur-

face brightness relations reflect the spatial structure of
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certainty AN/N = | N — Npeas|/Nmeas, Was determined,

0.6 F E where Ny, is the confusion noise using transformed parame-

i ] ters andN,,.qs IS the confusion noise using parameters fitted
to measurement data. The results for the 90-tord@nd the
170-to-20Qum transformations are presented in [Eig. 2. The fit-
ting of the G, C,; andn parameters on the one hand and sys-
tematic effects like differences in filter bandwidth, chasgn
the steepness or flatness of the sky background spectrghener
distribution between two filters, etc. on the other handoint
duce uncertainties. Considering these, our tests proatdta
conversion scheme can be effectively used to estimate €onfu
sion noise for non-investigated filters. Taking into acddhe
dependence of confusion noise on surface brightness and the
uncertainty of measuring the latter, even an uncertain5086
provides an acceptable range for the confusion noise estima

AN/N

surface brightness (MJysr=1)

Figure 2. Demonstration of the accuracy of confu-

sion noise predictions using transformations of the Results for ISOPHOT filters

Cy, C; and n parameters. The relative uncertainty

AN/N = [Nt — Npneas|/Nmeas 1S plotted  versus sur- 4.1. Tables and data products

face brightnessN,,. is the confusion noise calculated using

transformed @, C; andn parameters anfy,,,.. is the confu-

sion noise calculated using parameters fitted to measutenjesp. con. 6 Co Ci n
data of this specific wavelength. The displayed cases are [the (mJy) (mJy)

90 to 100um and 170 to 200m transformations, respectively] P 92" | 10523 0.95:0.11 1.470.31
The lower and upper limits of the shaded areas reflect thé® 13¢' | 8.7£25 197026 1.220.26

variations among different measurement configurations. P 184 | 8.6£27 2.04:026 1.34:0.26
P 230 8.3t 2.8 2.10t0.28 1.38:-0.26

P 97’ 9.4+ 19 0.63t0.10 1.440.33

the emission. This is expressed via the spectral index P 138 7.3+2.0 2.09:0.30 1.0Z0.24
(Helou & Beichman| 1990; Gautier efial., 1992) introdug- P 184' | 7.9£20 167019 1250.26

- Sincea ~ 0 for the extragalactic background, Gcales | P 92 | 81:18 0.74:014 136030
as: G(\1,k0)= Co(ho.k0)x (\1/No). P 138/ 6.3+ 1.8 1.63t0.28 1.11#0.25

— In Paper Il we derived an average cirrus spectral index of” 184,' 60+17 156015 1.230.26
. . . F 92 25.4+14.7 9.3@&2.52 1.32:£0.18

(o) = =3 for all filters investigated there. We assume hereF 138 | 28411903 13272379 133017

that this can be applied to other wavelengths as well. Thi
leads to the scaling: {€\1,k,0) = C; (Ao,K,0) x (A1 /Ao)%5.

— n values show a relatively small scatter, and are indepemg
dent of the filter or even the detector used. The average valg
ues for the 90-10pm and for the 170-200m filters (see | F 184’ | 30.6-16.3  8.89-3.88 1.35:0.35
Tables 2...6) ar@; oo =1.44+0.18 and)sop =1.58+0.19, re- F 230’ | 25.5+18.4 12.59-6.11 1.30:0.34
spectively. This implies that either the average values paple 2. Fitted coefficients of EqJ4 for the C100 camera80
those of individual configurations can be adopted for préiter. Abbreviations in the table: "ap.” = aperture: P= ding
dictions at other wavelengths. Since thesalues of spe- pixel, F =full array; "con.” = configuration for sky refereade-
cific configurations may still reflect some individual propterminaion: R = rectangular chopping (one reference ositi
erties, we apply those directly in the transformations, i.¢ =triangular chopping (two reference positions), C = aanul
1n(A1.K0) =n(Ao.k0). aperture.

184" | 23.8+21.4 17.3%5.10 1.32-0.16
230" | 17.9+21.8 20.76:6.16 1.32:0.15
92" | 28.6+10.2 2.58:0.43 1.33:0.26
138’ | 32.6+15.7 6.46:1.42 1.310.18

-

44440 TTDOOOA44 40T D

The usability of these transformed parameters was veri-
fied for those pairs of filters for which a sufficient number
of measurements was available. For the C100 /Cfilter The fitted G, C; andn parameters for a specific detector /
a transformation was done from the C100.80 filter and filter / configuration combination are tabulated in Talhldd.2t
compared with the 100m measurements proper, the samshould be emphasized that the presented confusion noisesval
was done for the C200 170n and 20Qum filter pair. This are’per beam’ andlc values. They have to be corrected with
test was only possible for the;Cand n parameters. Both the appropriate PSF-fraction of the beam when compared with
the C100 10um and C200 20@m data bases lack low sur-point-source confusion noise values. An example of the-func
face brightness measurements andn@d to be derived from tional behaviour of the confusion noise with surface bmgiss
the 90um and 17@m value, respectively. The relative un-s given in fig. 2 in Paper I.
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ap. con. 0 Co C n ap. con. 6 Co Ci n
(mJy) (mJy) (mJy) (mJy)
P R 97 11625  1.35£0.71 1.32%:0.11 P R 184 | 23.3-6.3 7.8H2.35 1.42:0.32
P R 138 9.6-28 147#0.67 1.44:0.12 P R 276 | 19.5+7.3 10.03-3.23 1.46-0.32
P R 184 9.5+3.0 1.52£0.72 1.51%#0.13 P R 368 | 14581 11.05-3.64 1.48-0.33
P R 230 9.2+3.1  1.66£t0.75 1.550.15 P R 460 6.6+ 8.8 12.34:4.16 1.490.33
P T 97’ 10.3- 2.1  1.14t0.69 1.29:0.08 P T 184 | 12.0+5.2 7.142.10 1.30:0.29
P T 13¢ 8.1+ 2.2  1.44t0.70 1.280.12 P T 276/ | 21.6-8.2  7.95240 1.40:0.31
P T 184 8.7+23 142£0.70 1.430.12 P T 368 | 22.3-7.9 822252 1.45:0.32
P T 230 7.2+22 157#0.75 1.580.14 P T 460 | 16.9-8.9 9.75:3.14 1.470.33
P C 97’ 9.0+£2.0 1.13:0.60 1.25:0.08 P C 184 | 11.0+7.8  7.75:2.32 1.26:0.28
P C 13¢ 7.0+2.0 147#0.70 1.25:0.12 P C 276 | 19.3:10.0 8.58-2.65 1.3%0.30
P c 184 6.6-1.9 1470.71 1.340.13 P C 368 | 16.3:t8.0 6.26:1.76 1.55-0.34
F R 92" | 28.6+16.3  6.47-2.03 1.51-0.40 F R 184" | 57.8+24.7 18.26-6.62 1.58-0.35
F R 138 | 31.6+21.4  8.26:2.53 1.55:0.41 F R 276" | 47.6+28.4 23.74#8.98 1.610.36
F R 184" | 25.6+23.7  9.56:3.34 1.59:0.42 F R 368 | 24.14+33.2 25.689.84 1.64:0.37
F R 230" | 19.9+24.2 10.333.67 1.610.43 F R 460 8.8+32.7 24.959.52 1.640.37
F T 92" | 31.9+11.3  3.42-0.98 1.43-0.45 F T 184" | 60.4:20.7 14.0%44.88 1.46:-0.32
F T 138’ | 36.2£17.5  3.71%0.57 1.63-0.70 F T 276" | 69.9:38.1 17.36:6.26 1.55-0.34
F T 184’ | 34.0+18.1  7.38:2.41 1.470.39 F T 368 | 63.1428.1 18.756.87 1.63:0.36
F T 230’ | 25.8£20.4 14.034.15 1.3%0.26 F T 460’ | 42.6£29.8 14.785.36 1.74t0.41

Table 3. Fitted coefficients of Eqd4 for the 1pén filter Table 5. Fitted coefficients of Ed]4 for the 2Q0n filter of

of the C100 detector. LCcoefficients have been transformedhe C200 camera. coefficients have been transformed from
from 90um results (see Sect. 2.5). For the meaning of labalse 170um results (see Sect. 2.5). For the meaning of labels
for apertures (ap.) and configurations (con.) see the aapfio for apertures (ap.) and configurations (con.) see the aapfio

Table 2. Table 2.
ap. con. 0 Co Ci n detector  filter Co C: n
(mJy) (mJy) (mJy) (mJy)
P R 184i 19.8- 54  0.94:0.42 1.86:0.21 C100 90um 81120 0.74.0.18 1.36:-0.00
P R 276 | 16.6:6.2 227054 1.7%0.20 C100  10Qum | 9.043.1 0.96:0.24 1.36:0.10
P R 368 | 123:6.8 3.74:0.58 1.610.19 C200  17Qum | 12.2+35 0.65:0.12 1.63-0.32
P R 460 | 56£75 587061 1.540.18 C200  20Qum | 14.4:3.8 2.35:0.98 1.410.19
!
P T 184, 10.2£4.5 301031 142£0.16 Table 6. Fitted coefficients of Eqd4 for the C100/26n,
P T 26 18870 1610.22 1660121 045000,m, C200/17Qum, C200/20im  detectoriil
P T 368 | 189:67 158024 1.70:0.12 /10Qum, 7Qum,  C200/20Qum  detector/filter
p T 460 | 144-76 206:-055 1.66-011 comt_)lr_1at|ons for the S|muI§1ted mini-map observing modg. C
P C 184 | 93:67 33%4101 146017 coefficients for the 10m filter ha_ve been transformed from
=} C 274 | 16.4-85 1.83-0.15 1.65-0.23 the 90um results, for the 20Qm filter from the 17Qum re-
P C 368 | 13.8-6.8 1.2#0.50 1.720.21 sults.
F R 184" | 49.1421.0 47241.15 1.780.21
F R 276" | 40.4£24.2 10.281.29 1.66:0.20
F R 368 | 20.7£28.2 17.56:1.38 1.57:0.19
F R 460 | 7.5+27.8 21.1%1.41 1.590.19 o o _
= T 184’ | 51.3:17.6 1400051 1.89-0.23 of the FIR emission may change significantly above this level
F T 2768’ | 59.2£32.4  2.0%0.54 1.93-0.24 (see Kiss et al., 2003, hereafter Paper Il). Therefore waaan
F T 368 | 53.6:23.9  4.55:1.17 1.76:0.22 give accurate estimates for very high surface brightnelsesa
F T 460’ | 36.2:25.4 9.191.30 1.62:0.19 using our current database.

Table 4. Fitted coefficients of Eq14 for the 17én filter of the Based on the results compiled in the tables we con-
C200 camera. For the meaning of labels for apertures (a@.) atructed all-sky confusion noise maps, one for each detecto
configurations (con.) see the caption of Table 2. / filter / configuration combination. Surface brightness-val
ues for all positions of our “Iresolution grid were derived
from COBE/DIRBE data with the Zodiacal Light contribu-
tion removed and interpolated to the ISOPHOT bands, as de-
Due to the surface brightness range of the measuremesusbed in Paper |. The only difference is that the cirrusuaol
used in our analysis the predictions with the coefficients tamperature was not fixed to 20K, but was derived from the
Tables 2-7 are reliable in the<l(B) <100MJysr! and in COBE/DIRBE 100, 140 and 24@m surface brightness values.
the 1< (B) <200MJysr! range for the C100/P3 and theDue to the in general higher uncertainty a lower weight was
C200 detectors, respectively. There are no suitable measwgiven to the 14@:m band data. The long wavelength baseline
ments at high surface brightness and in addition the streictof the 100 and 24pm bands and the COBE/DIRBE surface
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aper. con. 6 Co C n
(mJy) (mJy) 10.0 w x x I I

79'0 R 90’ 7.8+1.7 225052 1.150.19 3
790 T 90’ 6.0+1.2 1.08:0.19 1.13t0.15
99’0 T 90’ 9.0+1.9 0.74:0.12 1.18:0.18
790 T 120" 6.0+1.2 1.93:t0.37 1.16:0.18
99’0 R 120’ | 10.9+2.3 2.86:0.27 1.16:0.19
99’0 T 120" 9.0+1.9 1.59+0.22 1.13t0.19
120'0 R 120’ | 14.0£3.0 2.46:0.17 1.170.18 §
12000 T 120" | 11.742.4 1.29:0.11 1.15:0.17 r
79'0 R 180" 7.8+1.7 3.36t0.37 1.210.20 .
99’0 R 180" | 10.9+2.3 3.370.34 1.18:0.19 o
1200 R 180’ | 14.0£3.0 3.13:0.26 1.170.18 E 10+ -
127'0) R 180" | 17.1+4.2 3.26:0.51 1.23:0.21 < %
180'0O R 180" | 24.0£5.2 2.33:0.30 1.23:0.20 =

[12000 R 240° [ 14.0£3.0 3.61:0.34 1.180.20 | I % % % %
Table 7.Fitted coefficients of Eql4 for the simulated P3 detec-
tor — aperture combinations in the 100 filter. Coefficients
were derived for only those combinations, which were sekbct
for observations .

brightness accuracies of a few percent provide a final teaper 0.1 * * * * *
ture accuracyT < 0.2 K. P12 PCZ FR2  FT2 MM
We calculated the confusion noise from these surface measurement configuration

brightness values using Eqg. 4 and thg, C; andn param-

eters corresponding to the actual measurement confignrafiédure 3- Comparison of the confusion noise values for dif-

(Tables 2...7). The maps are available in the electronisioer ferent observing modes and measurement configurations. The

of this papet in FITS format. The data format is described ifnéasurement configurations are coded by the labels and the
Appendix A.1. One advantage of these maps is that they épé)aratprﬂ is given in (.jetectlor pixels of the actual dgtector:
based on a homogeneous all-sky surface brightness ciirat” 12 — triangular Chopp'”Q' pixel apertugsy 2; PC2 — circu-

In quite a number of cases the determination of the back@rodﬂr aperture (annulus of pixels)=2; FR2 - rectangular ChOp'
value from the ISOPHOT measurement itself may be less acRil9: detector array aperturés 2; FT2 — triangular chopping,
rate (e.g. in chopped observations). In this case the cinmfusd€tector array aperturé=2; MM — mini-map mode. All val-
noise estimated by using Eq. 4 in combination with the me4€S are given as ratios with regard to the reference configura

sured background brightness is unreliable. Our all-sky snaPn 'PR2" rectangular chopping, single pixel apertu&‘ec,z.. _
provide information on the average confusion noise arohed t! '€ ISOPHOT filters are marked by the following symbols: di-

target field, averaged over an area-of ded,which can be amond: C100 9@m; triangle: C100, 10pm; asterisk: C200.

more reliable, if there are no strong gradients in the bamigd 1 70xm; circle: C200, 20(um; The vertical bars limited by the
brightness over this scale. There are also maps for thesfiltfrowheads reprefent the range of ran?s for surface beght
originally not investigated, with the transformations ctitsed Values of 2MJy st* < (B) <100 MJysr .

in Sect. 3.4 applied.

times more strongly affected by confusion noise than theesam
4.2. Noise performance of various observing modes configuration with single pixels.

In Fig. @ we compare the confusion noise values obtained

for various observing modes. We have chosen the rectangdlad. Noise characterization of individual
chopping with a single pixel aperture and with a separation o measurements in the 1ISO Data Archive
Omin =2 pixels as reference (denoted 'PR2’). This is compared

with the results of other configurations (detailed in the figu T N€ confusion noise can be a severe limit both for the signal-
caption). noise and the photometric accuracy of faint sources. Dugeto t

The background determination in mini-map mode turnénalysis described here it is now possible to determinestob

out to provide the lowest confusion noise in most cases. THfusion noise estimate for all FIR ISOPHOT measurements
second reference position in triangular chopping reduies performed with the AOTs listed in Table 1 and which are com-

confusion noise significantly (by 15-50%) compared to rectaPact source measurements including background reference p

gular chopping. Full detector array apertures prove to e gsitions. From ISO Data_l Archive (Kessler et al., 200_3) Vansio
onward the Data Quality Report of these observations flags th

3 http://kisag.konkoly.hu possible cirrus confusion contamination and an assocéztd
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logue file gives the confusion noise numbers calculatedfooth
the measured ISOPHOT and the COBE/DIRBE backgroun
values. These can be directly compared with source fluxes e
tracted from the data products.
5. Cirrus confusion noise predictions for

infrared space telescopes
5.1. Simulated maps of cirrus structures

d .

In this analysis we concentrate on the cirrus componenteof t
confusion noise and its scaling between instruments with va
ous spatial resolutions. Here we consider neither the ibontr
tion of the extragalactic background nor the impact by any in
strumental effect. The main characteristic of the cirrugssion

at a specific wavelength is its spatial structure. This isaligu
described by the spectral index, of the power spectrum of
the image, averaged over annuli (see Paper Il for a summar
With this parameter the power spectrunPisf) = Po(f/ fo)<,
where P(f) is the power at the spatial frequengyand P, is

the power at the reference spatial frequeffigyAs was shown Figure4. Simulated fractal map witha=—3, as seen

in Paper ”20‘ may vary with wavelength and surface brlght\'/vith the spatial resolution of various telescopes/ins&nts.
ness. Previous studies (Papers | & Il) unraveled the strect\é

of the emission for the scale down to the ISOPHOT resol ) ISOPHOT 17Qum; (b) ASTRO-F/FIS 17Qum; (c)

tion. Extrapolations to better spatial resolutions of fatspace pitzer/MIPS 16im; (d) Herschel/PACS 17hm
telescopes can be performed using these results and agsumin

that the general behaviour of the spatial structure remains of simulated maps as these would be obtained by these instru-

changed for higher spatial frgquen(_:ies, i_.e. the samealrelct ments. This is done in the same way as for the real ISOPHOT
mension / the same spectral index is valid. maps in Sect. 3

The correct simulation of the entire cirrus structure of a For ISOPHOT we derived the relation between the cirrus

specific sky area in the Fourier space would demand the {Bnfusion noise and the surface brightness of individulddie

production of both the powera_nd_phase informa_tion. H_owevciar% Sect. 4. From simulated fractal maps the confusion noise
In any autocorrelation _analy5|s I|_ke_ the confu3|_on noisk “Ratios of ISOPHOT and another instrument can be obtained. In
CF"a"O'T’ only the Fourler_ power s |mportant, since the'tw?his way the cirrus confusion noise of any FIR instrument can
dimensional autocorrelation function is related to the'tw%e connected to the surface brightness
dimensional power spectrum only: To perform the investigation we constructed high-
Y , St e resolution (40964096 pixels, 05 pixel size) synthetic images
- Z/O P(f7) Jo(f'0) " df ®) for arange of spectral index values (—2.@ > —5.0). The gen-

] . ) _eration of the maps is based on thendom recursive fractal
whereP(f') is the two-dimensional power spectrurhy(z) is algorithmbymr@n.
the circular Bessel-function of thé"0kind andé is the angu- The high resolution maps were convolved with the beams
lar separation. The confusion noiséis proportional to Gf) o the actual telescope/detector/filter combinations dreh t
or in more complex configurationy is a linear combination sampled according to the size of the detector pixels. The
of some C¢;)-s. Different FIR instruments sample the powegit;er/MIPS 16pm point spread function is available at the
spectrum at different spatial frequencies due to theiedsffit gpi;6r Science Center webéitoint spread functions for the
resolving power, resulting in different confusion noiseels e 5chel/PACS 110 and 178n simulated measurements were
on the same (cirrus) structure. Oy depends on the surfacegien from model calculation§_(Okumura & Longval, 4001).
brightness (Gautier et alll. 1992). For a power-law type powefe ASTRO-F/FIS PSFs were calculated theoreticall using
spectrum theatio of two power levels at two spatial frequenypg |atest information on the telescope desim,et al.

cies is independent df, and therefore of3. If one knows the m). The result of this convolution and resampling is smow
Py—B relation for one specific instrument (e.g. ISOPHOT), it ig, Fig.@.

straightforward to derive #-B relation for another instrument

using P(f) f: Poéf/{]f))a' Th|s| IS eqt;walr?nt Wr']th a confusion, ., a5 for ISOPHOT observations. The analysis was resdricte
noise —surface brig tne;_s re ation for this Ot, erinstmme thetriangular chopping configuration, and the separatién
However, for a specific instrument the size of the deteﬁias chosen to be equal to thesolution limits of the actual

tor pixels and the measureme_nt conflgur_atlon play_an 'mp?&escope/detector/fiIter combinations. Since confusiige is
tant role as well. Because of this complexity the easiesttway

compare different instruments is the confusion noise aigly “ http://ssc.spitzer.caltech.edu/mips/psfits/

C(6)

The confusion noise analysis was performed in the same
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especially important for detection of faint point sources
provide I point source confusion noise values after a correc-
tion for the footprint of the instruments, instead of singigel
("per beam”) confusion noise values.

1O3§ ‘

5.2. Results i “

5.2.1. Conversion coefficients: —~ 107
The main parameters of the investigated instruments and the £
conversion coefficients are summarized in Tdllle 8. The con- K

version equation is:

Nr = RPS x Npyr

(6)

whereNpyr and Ny are the confusion noise values obtained
by ISOPHOT and another instrument for the same map, re-
spectively and?”* is the conversion coefficient. THe” fac-

tor can also be expressed in terms of thea@d central point
spread function fractionf{, ;) factors of ISOPHOT and the in-
vestigated instrument at their resolution limits:

1072 L . L
100

Bur (MJysr™1)

CR(N, Ok, a) fLHT Figure 5. Demonstration of the effects of the ISOPHOT-
RPS — CPHT(): ml;;?H’T - ”OZ = (7) DIRBE photometric transformation a_nd va_riable spect_ral in
1 refsYmin > psf dex « for the Herschel/PACS 17&m filter cirrus confusion

These K'S factors of Table 8 can be compared with the SiI’T}r.lOISG pred|C|0rPs. Solid I|n_e: r.10 DIRBE-ISOPHOT transforma
. . 25 _ . ion, constanty; Dashed line: no DIRBE-ISOPHOT transfor-
ple telescope resolution scaling /(D)= (for a«=-3) in the

Hel ichmanl(1990) formula. For the 85 cm Spitzer telegr_1ation, variabley; Dash-dotted line: DIRBE-ISOPHOT con-
scope Ry =4.210-! and for the .3.5m Herschel telescop ersion applied, constant, Dash-triple-dotted line: DIRBE—

SOPHOT conversion applied, variabte The dotted line

15102 . ) :
Rus _1.210 . An example of a graphical comparison IS hows the prediction according ichinan (1990).
shown in Fig. 5.

maps. The’j, C; andn* parameters are listed in the headers
of the FITS files.

Based on the conversion factors derived above we were able to T here are two other issues which have to be considered in

5.2.2. All-sky confusion noise maps:

produce low spatial resolution all-skyrrus confusion noise the production of the confusion noise prediction maps:

prediction maps in a similar way as for the ISOPHOT alk y Trangformation between the COBE/DIRBE and | SOPHOT

sky confusion noise maps. Surface brightness values were de photometric systems. The all-sky surface brightness maps
rived from COBE/DIRBE data, following the same scheme as gre in the DIRBE photometric system, while the coef-

in Sect. 4.1. The confusion noise values of the all-sky maps a
calculated for the configuration PT2 (Tables 2 an@i492” for
C100 9Qum andf =184’ for C200 17qum ) The G, C; and

n coefficients for this configuration cannot be applied disect
since those resulted from the fits to the total surface bright
ness, which contains the contribution of the extragalduatiok-
ground as well. Therefore we fitted parameters using a $fight
modified version of Eq. 4:

N

1mJy

(8)

B(XA) — Bermra(A) "
1 MJysr—1

:cz;+c*;-<

Berrrp 1S the surface brightness of the cosmic far-infrared
background at a specific wavelength (mtmgé
and B — Berrrp = Beirr IS the cirrus surface brightness. If
Beirr =0, thenN =C{, i.e. the confusion noise is purely due
to cosmic infrared background fluctuations. This indicdtes

cy - (ch)”* is the pure cirrus confusion noise component.
We used thes€’; andn* values, together with the coefficients
in Table 8 for the creation of the all-sky cirrus confusioriseo

ficients are derived in the ISOPHOT system. We used
the latest available transformation coefficients based on
the comparison of DIRBE surface brightness values and
ISOPHOT mini-map background fluxes obtained with
PIAV10.0/CALG 7.0 (Mobr, 2003, priv. comm.). The
transformation equation was:

BYirpp = Gainx By gy + Of fset (9)

where B),;rpr and By, are the COBE/DIRBE and
ISOPHOT surface brightness values, respectively. The
transformation coefficients (Gain and Offset) for differen
filters are summarized in TadIe 9.

)) Constant or variable spectral index (a). As shown in

Paper Il, the spectral indexdepends on the surface bright-
ness of the observed fields and on the observational wave-
length. The surface brightness dependence isfapproxi-
mated by:

(10)

B-—B
a = A; x 10g10<ﬂ> + Ay

1MJysr—!
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instrument filter R (a=-20) R™(a=-30) RP°(a=-40) RT3(a=-50) res.limit PHT ref.
ASTRO-F/FIS 17Qum 4.4x10°1 3.9x10° 1 3.5x10°! 3.1x10° 1 65’5 170um
Spitzer/MIPS ~ 16Qum 1.6x107! 1.2x10°* 8.7x 1072 6.5% 102 46'5  170um
Herschel/PACS  11m 3.0x10°2 1.3x10°? 5.3x10°3 2.4x1073 8’5 90um
Herschel/PACS 17hm 1.6x10°2 7.4x10°3 3.0x1073 1.4x1073 13’5 170um

Table 8. Conversion coefficients fguoint sources between ISOPHOT and the specified instruments for cirrufustom noise
calculations. The columns of the table contain: 1.) Insenm?2.) Filter; 3.) Ratio of confusion noise values at theolation
limits for a spectral index oft =—2.0; 4.) same fory=-3.0; 5.) same forv =—4.0; 6.) same forv =-5.0; 7.) Resolution limits
of the current instrument/filter combination (Z6d 143for the ISOPHOT 90 and 17@m filters, respectively); 8.) ISOPHOT
reference filter.

filter Offset Gain 6. Summary
(MJysr 1)

90um -1.65:0.06 1.08£0.01 In this paper we present the results of a detailed investiga-
100um  0.09+0.09 0.85-0.02 tion of the dependence of the sky confusion noise and in par-
120pm  0.62£0.28  0.95:-0.07 ticular the cirrus confusion noise on measurement configura
150pm  0.28t0.15 1.02:0.03 tions for the long-wavelength\(> 90um) observations with
170pm  0.09:0.09  1.06:0.02 ISOPHOT. Tables 2—7 together with Eq. 4 provide an easy
180pm  -0.5G£0.32  1.15-0.09 tool to estimate confusion noise values. Based on these re-
200um _ 0.95:0.17 0.92:0.03 sults and transformations for non-investigated filters wa-c

) - structed all-sky confusion noise maps (stored as FITS fites a
Table 9. Transformation c_oefﬁments betwee_n the 'SOPHCﬁttp://kisag.konkoly.hu/ISO/tooIbox.html)foraII pakke mea-
and the DIRBE photometric systems, according tolEq. 9. gyrement configurations of the P3 108, C100 90, 100 and
105um and C200 120, 150, 170, 180 and 200 filters. These
files can efficiently be used to estimate the confusion ndise a
where B is the average surface brightness of the field ahy specific sky position even if the background surfacehrig
ter the removal of the Zodiacal Light contribution anghess cannot be properly estimated from the measuremeht itse
Bcrirp is the surface brightness of the cosmic far-infrareeom Version 7 onward the 1SO Data Archive provides con-
background. The coefficients are:y A-1.67:0.47 and fysjon noise values for individual ISOPHOT measurements,
Al =-1.5A-0.38 for |Ong Wavelength filters (170/2(&0’1) based on our numbers.
of the C200 detector (see Paper II). For shorter wavelength The results of the ISOPHOT confusion noise analysis and
filters (C100, 90 & 10Qum) this relation cannot be properlythe utilization of simulated fractal maps allowed us to galc
derived, therefore we do not use variable spectral indicgge cirrus confusion noise value ratios of ISOPHOT andmothe
for A <12Qum. far-infrared spaceborn instruments. Using these valiieskya
Due to these considerations two/four maps can be produced#PS With cirrus confusion noise estimates for point sairce
each instrument: were constructed. This was done for the resolution limits of
detectors of Spitzer/MIPS, ASTRO-F/FIS and Herschel/PACS
i) No DIRBE — ISOPHQOT transformation, constant -3 These maps can be used for the preparation of FIR obsersation

if) No DIRBE — ISOPHQOT transformation, with future space telescopes indicating sensitivity lamiue
variablea (only for A > 120um) to cirrus confusion noise. However, for passively cooledéa

iii) DIRBE — ISOPHOT transformation applied, telescopes (like HERSCHEL) other noise components like the
constanty=-3 thermal telescope background (see k.g. Okul 2001%or th

iv) DIRBE - ISOPHOT transformation applied, extragalactic background will play a more dominant role.

variablea (only for A > 120um)
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the Herschel/PACS 17am filter. The effect of the DIRBE— (pLR) with funds of Bundesministerium fir Bildung und Forsing,
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noise at high surface brightness values. eree for the useful comments and suggestions.
An example comparing the capabilities of four in-
struments (ISOPHOT 17@m, ASTRO-F/FIS 17@Qm,
Spitzer/MIPS 16(:m, Herschel/PACS 17bm) is given in
Fig.[@. Calabretta, M. R., Greisen, E. W., 2002, A&A 395, 1077
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Figure 6. Comparison of predicted cirrus confusion noise levels afr fdifferent FIR instruments at their resolution lim-
its. Confusion noise levels are displayed over the rangeian oy the colour-bar. All maps were constructed with
DIRBE-ISOPHOT conversion applied and witbnstant oz and are presented in aquatorial coordinate system (J2000%)(
ISO/ISOPHOT C200 camera, 146n; (b) ASTRO-F/FIS 17Qum; (c) Spitzer/MIPS 16Q:m; (d) Herschel/PACS 17pm. For a
surface brightness of B 200 MJy sr* the cirrus confusion noise values given in this figurelaveer limits and represent the
confusion noise value at8 200 MJy sr'.
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