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THE MEMORY EFFECT OF THE ISOPHOT-C100 DETECTOR
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ABSTRACT

The large number of scientific observations in the ISO archive
reveals considerable systematics in the detector behaviour, which
can be used to improve the data reduction process.
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1. INTRODUCTION

The pixels of the C100 detector show transient behaviour: af-
ter a change in flux, the measured signal follows a complicated
function of time that only asymptotically goes to the appropri-
ate value (Laureijs et al. 2001, Sect. 4.2.2). In the OLP (Off-
Line Processing, version 10.0) the transient part of the signal
is simply discarded. Recent versions of PIA (PHOT Interac-
tive Analysis) allow the fitting of transient functions (e.g. off-
set exponentials) to the data. Such functions have a number of
unknown parameters, reflecting our lack of knowledge of the
detector.

It is well known however that the values of these fit param-
eters depend on the flux that was previously measured. This
knowledge is included in P32Tools (Tuffs et al. 2002). In a pre-
vious paper we showed how one of the fitting parameters of the
offset exponential is related to the previous flux (Blomme &
Runacres 2002). Other studies that consider this memory effect
are given in Acosta-Pulido et al. 2000, del Burgo et al. 2002
and Lari et al. 2002.

2. LONG-TERM BEHAVIOUR

In this section and the next one, we present the results of our
study of staring observations (P22, P37, P39), where we look
at the first position on the sky after an FCS measurement, or
at the FCS measurement that follows a sky observation. Data
reduction was done in PIA1 9.0.1, supplemented by own rou-
tines. We only show results for the central pixel; other pixels
show a behaviour that is qualitatively similar.

When there is a change in the flux that falls on the instru-
ment (i.e. a flux step), the detector does not react immediately.

1 The ISOPHOT data presented in this paper were reduced using
PIA, which is a joint development by the ESA Astrophysics Division
and the ISOPHOT consortium, with the collaboration of the Infrared
Analysis and Processing Center (IPAC) and the Instituto de Astrofı́sica
de Canarias (IAC)

Figure 1. $	�$� as a function of  !"�$,$�-�$�) for a large number
of staring observations from the ISO archive (100 �m filter only).

Instead, the measured signal can be approximated by an offset
exponential as a function of time:
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The parameters of the offset exponential are highly corre-
lated with the value of the previous flux, as a systematic study
of the archive data shows. Fig. 1 shows ;� as a function of
;���4, which is the signal corresponding to the previous flux
(both normalised to ;�). This highly systematic effect allows
us to reduce the number of parameters in the fitting procedure.
We checked that using such “reduced” offset exponential also
results in good-quality fits.

3. SHORT-TERM BEHAVIOUR

While an offset exponential fits the data quite well, there are
still discrepancies at the start of some observations.

3.1. UPWARD FLUX STEP

Fig. 2 shows that in the case of a large upward flux step, the
signal at - � � is less than the offset exponential predicts. These
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Figure 2. A double offset exponential fits the signals better at 9 � � than a single offset exponential does.

discrepancies can be considerably reduced by fitting a double
offset exponential to the data:
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In this expression, the first exponential describes the long-term
behaviour, the second exponential the short-term behaviour.

Again, going through the archive and fitting the observa-
tions with this double offset exponential shows a highly sys-
tematic trend in the fit parameters (see Fig. 3). Because of sys-
tematics such as this, it should be possible to fit a more sophis-
ticated function (double offset exponential) to the observations,
without introducing additional parameters.

3.2. DOWNWARD FLUX STEP

When there is a downward flux step, the behaviour of the sig-
nal also deviates from an offset exponential at - � �. Again, a
double exponential is used to better fit the signal, and a highly
systematic trend in the fit parameters is found (see Fig. 4).

4. CONCLUSIONS

The detailed study of the ISOPHOT-C100 scientific data in the
archive has already shown considerable systematics in the be-
haviour of the detector. Further work will certainly reveal more
of the systematics. Ideally, this should result in a sophisticated
fitting function for the transient behaviour, with only a single
unknown parameter: ;�.

Figure 3. $��$	 as a function of  !"�$,$�-�$�


While the results presented here concern only staring ob-
servations (P22, P37, P39), the short time scale behaviour is
also relevant for chopping (e.g. P32) observations.
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Figure 4. �� as a function of $,$�- in a log-log plot.
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ABSTRACT

At low temperature and for very low (astrophysical) incom-
ing flux, most of the IR detectors are affected by transient re-
sponse, which delays the response and can strongly bias the es-
timated flux. The LW detector of ISOCAM is also affected by
such behaviour. It has been shown that an important component
of the transient effects of this detector can be described with
high accuracy using a non-linear and non-symmetrical model
based on pure physics. An inversion method is also available.
In this paper, we review the limitations of this model and the
known problems occurring with the correction method, and we
give advice on how to process the data.

Key words: ISO – CAM, CVF, Fouks model, Si:Ga, transient,
memory effect

1. INTRODUCTION

It has been shown (Coulais & Abergel 2000) that, if the gra-
dient between adjacent pixels is small, one model1 based on
the Fouks theory can describe the transients for the LW ma-
trix detector of ISOCAM (Cesarsky et al. 1996) on-board ISO
(Kessler et al. 1996) with a very high accuracy. However, sev-
eral hypotheses and problems are hidden. The goal of this paper
is to describe the limitations of both the transient model and the
transient correction method.

Section 2 presents the differences between the direct model
and the transient correction method. Section 3 details the limits
in the direct model, and Sect. 4 the technical difficulties en-
countered during data processing. The whole section 5 is de-
voted to the processing of CVF data, which can be difficult for
a lot of observations. Finally Sect. 6 outlines briefly the new 3D
model which describes the transients for point sources (Fouks
et al. 2002).

2. A DIRECT MODEL AND AN INVERSION
METHOD

Two main software packages have been developed (Coulais & -
Abergel 2000) and are actually included in CIA (Gastaud et al.
2002) :

1 The so-called Fouks-Schubert model since it was successfully
used for Si:Ga PHOT S and P on ground-based data (Fouks 1995;
Fouks & Schubert 1995; Schubert 1995).

– the direct Fouks model, which describes the transient of the
ISOCAM LW detector for low-contrast illumination (low
gradient between adjacent pixels);

– the specific inversion method based on the direct model
(correction method).

The direct model is able to reproduce the transient response
of individual pixels under uniform illumination. The inversion
method has been developed to recover the corrected value for
each readout. This method works on a readout-by-readout ba-
sis, using the pre-history. No parameter is fitted. Up to now, it
is considered that the two parameters �� � of the direct model
are constant for each pixel (	� � 	� maps of � and � have
been provided). This method is sufficiently reliable for most
good quality CAM data so it is not necessary to use other in-
formation, such as block-by-block constraints or redundancy
checking (between adjacent pixels or on the sky).

3. LIMITS IN THE DIRECT MODEL

First we recall2 several facts about the direct model :

– The direct model describes the transient response of the
detector (short term transient) well for upward and down-
ward flux steps between a large range of initial and final
illumination levels, subject to a quasi-uniform illumination
of the matrix array (small gradient between adjacent pix-
els).

– The direct model does not describe point source tran-
sients correctly. The higher the peak flux and the narrower
the source profile, the worse the result (Coulais & Abergel
2000; Coulais et al. 2000). A new 3D model for transients
of point sources is now available (Fouks et al. 2002, see
also Sect. 6).

– The direct model does not at all describe the long term
drift (LTD, e.g. TDT 12900101, cf Fig. 1 in Coulais & -
Abergel 2000) which may occur after the fast transient. Fol-
lowing Fouks’ theory, the lower the initial level, the longer
the long term drift and the higher the actual flux variation
(Vinokurov & Fouks 1991). As a matter of fact, it is not
possible to model the LTD (see explanations in Coulais
& Abergel 2002). A correction method based on the spa-
tial redundancy in raster maps was successfully developed
(Miville-Deschênes et al. 2000) to reduce the effects of

2 It is mentioned in several papers that this model fails in various
cases. These cases precisely correspond to conditions where the model
is not applicable.
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LTD and to extract low-contrast structures –like faint in-
terstellar clouds– in raster observations with at least two
legs.

– The direct model always gives a monotonous transient re-
sponse for a block of readouts observing a constant input
flux. Moreover, the output of the direct model is always
strictly positive (see Coulais & Abergel 2000 for details).

– The direct model does not at all describe the small ampli-
tude oscillations. This effect was clearly exhibited during
ground based tests for upward steps at high amplitude
(Coulais et al. 2000). A model for in-flight data was stud-
ied by Aussel (Priv. Com.) using Fouks’ equations (Fouks
1996).

– Up to now, an explanation can always be found when the
model and the data disagree. Classical problems are :

– bad initialization or flagged data used as initialization,
– missing readouts or time discontinuities,
– negative mean values and inaccurate dark correction.

– The direct model cannot reproduce glitches, which result
from the impact of high energy particles. Glitches are usu-
ally classified in three categories (see in Coulais & Abergel
2002 and references therein):

– instantaneous glitches,
– faders and
– dippers.

4. PROBLEMS WITH THE TRANSIENT
CORRECTION METHOD

Since the inversion method is based on the direct model, it is
obvious that this method cannot correct transients that are not
fit by the direct model. Moreover, this method does not test the
possible divergences or the consistency of the estimated values
of the incoming flux.

4.1. DARK CORRECTION

A dark current correction must be applied to the data (Biviano
et al. 1998). It has been observed that the dark current is chang-
ing with time over the course of an orbit, but also over the life-
time of ISO (Biviano et al. 1998; Gallais 2001). The accuracy
of the dark correction is limited, which can be a problem when
using the direct model and the correction method. The closer
to zero, the more sensitive to the dark errors. Especially CVF
observations close to zero are very sensitive to inaccurate dark
subtraction, as detailed in Sect. 5.

If data are very close to zero flux level, or contain nega-
tive values after dark correction, the application of the transient
correction method may lead to lots of problems. It is difficult
to add an arbitrary offset level. This offset must take into ac-
count the pixel to pixel variations, one of the biggest effects
arises from the fact that the odd/even lines have different dark
levels due to the electronics (Vigroux et al. 1993). Sometimes
the odd/even effect is clearly visible in the data signal after
dark correction. For the CVF with direct and reverse scans, the
criterion for the determination of the offset is that it improves

the superposition of the two scans. For raster maps, flux steps
are mandatory to check the possible range of offset. For a two-
step-configuration with the initial level �� close to zero and
final level �� � �, it is possible to estimate �� with very high
accuracy with the help of the direct model, which is strongly
non-linear close to zero (see Fig. 4 in Coulais & Abergel 2000).

4.2. NEGATIVE VALUES

Even if the dark level is perfectly estimated, we may have neg-
ative values in the data due to noise. The transient correction
method can also diverge due to negative values. Since this di-
vergence is not systematic, some simulations have been per-
formed. In simulations, the occurrence of this divergence is
very limited and is still unpredictable in positive data where
only Gaussian noise is added (mean value in a moving window
is positive). The divergence always occurs when the offset level
of the dataset is underestimated with negative data (due to the
added noise). As a consequence, the lower the flux level in the
data, the higher the required accuracy of the dark level to avoid
divergence of the transient correction method.

It is clear that one large part of the noise is sampling noise,
which is smoothable. Temporal filtering before applying the
transient correction can reduce such problems. This modifica-
tion is not included in the official transient correction in the
latest versions of CIA.

4.3. DEGLITCHING

It is better to deglitch the data before applying the transient
correction method. Nevertheless the correction method is ro-
bust to instantaneous glitches. Any deglitching method is OK
(3� clipping, wavelets (Starck et al. 1999)), except the methods
which remove the first readout after a flux step (first readout of
an upward step). Two methods can be used to substitute the
de-glichted readouts : replace them with the temporal median
value (or temporal and spatial median value) or flag them with
the undefinded value. The transient correction is able to take
into account changing delay between two successive readouts.

We have problems for the glitches with positive (fader) and
negative tails (dipper). With 3� clipping they remain in the time
series and are corrected as transients but they are not. It has
been reported (Lari 1997; Rodighiero & Lari 2002; Lari et al.
2002) that such faders and deepers can be corrected. Such a
correction is not available in CIA.

4.4. INITIAL CONDITIONS AND MEMORY EFFECT

One very interesting property of the direct model is that, for
each pixel, the whole flux pre-history can be summarized with
only one number, corresponding to the output flux before the
first readout (details in Coulais & Abergel 2000). For the whole
detector, a map “���” has to be estimated. Several methods can
be used.

When the data are clearly stabilized during the first � read-
outs, we can use the median value for the ��� map, for each
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pixel, for these � readouts. But at low flux level the correc-
tion method will create big artifacts for an error in ���. This
is especially true for a CVF measurement, starting at low flux
levels.

When the data are not stabilized during the first readouts,
the pre-history can be estimated using the direct model. Never-
theless since all the data are now public, a very good solution
is to look at the dataset just before the observation in question.
If the configuration is the same (i.e. ISOCAM observation us-
ing the LW detector) and the time discontinuity is small (to be
checked carefully to avoid indeterminate states or saturation),
data concatenation is a very efficient way to find ���.

It should be noticed that, if the ��� map contains nega-
tive values for several pixels, the transient correction method
diverges systematically for these pixels after a long time (�
�� � ��� readouts). This behavior can be predicted from the
analytical equations of the model, and can be easily reproduced
with the direct model. Therefore, before applying the transient
correction method, it must be checked that ��� does not con-
tain any negative values or zero values.

4.5. POINT SOURCES

Transients for uniform illumination and point sources are in-
deed processed in the same way. As a result, transient correc-
tions fail for point sources. On raster maps, we frequently see
the bright “ghosts” due to inaccurately corrected transients af-
ter point sources (e.g. TDT 11301003). A direct model for tran-
sients of point sources can now be used (see Sect 6 and Fouks
et al. 2002).

4.6. DOWNWARD STEPS

The transient correction method can diverge when going from
very high flux levels to very low ones, due to inaccuracy of
the � parameter3 (the instantaneous jump) for some pixels, and
also due to the inaccuracy of the dark correction. This effect is
linked to the creation of negative values resulting from over-
correction of the downward steps, which can create artificially
strong memory effects (It is simple to simulate this kind of
problem).

5. THE SPECIFIC CASE OF CVF CORRECTION

The transient correction of CVF observations can be more dif-
ficult than the one for rasters because the flux levels are fre-
quently very low. The closer to zero, the longer the memory
effect. CVF observations are also affected by the limited accu-
racy of the dark current level : a small error in the faint absolute
level can strongly magnify or reduce the transient effects. Fur-
thermore these effects do not linearly depend on the initial level
(see Fig. 4 in Coulais & Abergel 2000).

3 Limitations in the estimation of the fixed parameters (�� �) were
detailed in Coulais & Abergel 2000.

5.1. ONE-DIRECTION CVF SCAN

A lot of CVF observations consist of only upward or down-
ward scans (in wavelength). When the flux levels of these CVF
scans are close to zero (let’s say less than a few ADU), one
has to be very cautious when processing them because the pos-
sible problems with the transient correction method cannot be
checked. These problems, like divergence or magnification of
the memory effect, are due to an incorrect dark current level.
These problems are more critical when starting from a flux
level close to zero (generally at the shortest wavelengths).

Simulations help a lot to understand the complex non-linear
effects. The problems do not come from the limitations in the
model. In any case it is necessary to work on a pixel-by-pixel
basis, because of odd/even effects in the dark correction.

5.2. TWO-DIRECTION CVF SCANS

For CVFs with bidirectional scans and flux levels close to zero,
a much better job can be done than for CVF measurements with
only one scan direction (e.g. the CVF on Fig. 10 in Coulais & -
Abergel 2000). In case of poor transient correction (i.e. the two
scans do not overlap after the transient correction), one method
to improve the correction is to carefully re-estimate the dark
level for each pixel. The idea is to estimate the best offset to be
added to the dark level in order to have positive values and to
have a perfect overlap of the two scans after transient correc-
tion. To fix the best dark level, a dichotomic approach is cer-
tainly the best one. In the CIA software are provided not only
the correction method but also the direct model. So simulations
and corrections can be done.

6. POINT SOURCE TRANSIENT

A direct model was developed (Fouks et al. 2002 and refs.
therein) to reproduce the transients of point sources. The ac-
curacy is good enough to describe the transients for each pixel
for all forty configurations of ISOCAM (four pixel-fields-of-
view(PFOV) and ten filters) except for the four configurations
giving the widest PSF : PFOV=1.5 arcsec and filters LW 3, 8,
9 and 10. But for these four cases a second order term im-
proves the agreement between data and model. A first correc-
tion method based on this model has been developed for iso-
lated sources (Normand 2002). Examples, problems and limi-
tations are detailed in Fouks et al. 2002.

7. CONCLUSION

The direct model describes the transient response with a high
accuracy, for quasi-uniform illumination. Memory effects due
to pre-history of the illumination are also accurately described,
even at the lowest flux levels (e.g. CVFs). Depending on the
integration time, the filter wheel, the lens(PFOV) and the accu-
racy of the dark model, an accuracy of the transient description
of better than 1–2 � can generally be achieved for each read-
out of most pixels (direct simulation). Unfortunately, the pixels
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along the sides (and especially at the edges) cannot be adjusted
with a similar accuracy due to boundery effects.

Some difficulties can appear when applying the transient
correction method without caution, especially because the
model is sensitive to the initial conditions (critical for low flux
levels), divergence can occur for negative values, and the er-
rors can propagate. Nevertheless, when the transient correc-
tion method is applied to a well prepared dataset (good dark
correction, deglitching, correct initialization, ...), the correction
accuracy remains at the 3� error level per readout.

Since the direct model and the correction method are both
provided in CIA, it is possible to gain some experience with
simulations. One very good final check is to apply the direct
model to the artificial dataset to check for some significant dif-
ference between the observed and the simulated data.

The CVF observations can be more difficult to correct than
the raster observations due to : (1) inaccurate correction for the
dark level (2) low flux levels and (3) no flux step is available
to constrain properly the initial conditions. The transient model
and the transient correction method must not be used to derive
the flux of points sources. But a new model and corrections are
now available (Fouks et al. 2002).

Finally the correction method developed for the LW detec-
tor of ISOCAM can be used for other Si:Ga detectors (e.g. SWS
b2 and PHOT, see explanations in Sect. 4 of Coulais & Abergel
2000), and a priori should be adaptable to other direct models
without difficulties (e.g. the current study for the FTS mode for
ASTRO-F).

ACKNOWLEDGEMENTS
AC would like to thank all the people who gave feedback about this
work, especially S. Ott, D. Cesarsky, K. Okumura, J. Blommaert, B.
Ali, F. Boulanger, M.-A. Miville-Deschêne, P. Chanial, Y. Fuchs, H.
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and Vivares, F.: 2002, ESA SP-481, in press

Kessler, M. F. et al.: 1996, Astron. Astrophys. 315, L27

Lari, C.: 1997, IRA model for ISOCAM LW transient correction, Tech-
nical report, IRA

Lari, C., Vaccari, M., Fadda, D., and Rodighiero, G.: 2002, this vol-
ume
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ABSTRACT

From all suitable ISOPHOT archive data we have reviewed
different instrumental effects for P- and C-detectors and de-
rived new calibration files. We present a re-analysis of the reset
interval correction, a new method for the transient correction,
and the first correction algorithm for by-passing sky light in
FCS measurements performed with the ISOPHOT C-detectors.

Key words: ISO

1. INTRODUCTION

The ISO Legacy Archive (Kessler et al. 2000) has been filled
up with data automatically reduced by the On-Line Processing
Software (OLP) V.10, and it represents the status of calibra-
tion achieved by the end of 2000. Follow-up tests and syste-
matic validation work, however, identified observing modes
where the photometric consistency is reduced pointing to pos-
sible open issues in the calibration.

One of these modes is the absolute surface brightness pho-
tometry with ISOPHOT where a correlation analysis of the
surface brightness values measured by ISOPHOT (Lemke et
al. 1996) and by COBE/DIRBE (Silverberg et al. 1993) re-
vealed systematic differences between the zero points of the
two instruments (Héraudeau et al. 2002). With the aim of clar-
ifying the origin of the zero point differences and improving
ISOPHOT’s capabilities for sky background studies (like the
determination of the Extragalactic Background Light) we
launched a large scale calibration project in early 2001. Our
strategy was to re-investigate several steps of the ISOPHOT
calibration scheme, especially those related to the zero point
determination and surface brightness photometry. The first re-
sult, a re-analysis of the dark signal, was published by del Burgo
et al. (2001).

In the present contribution we present an analysis of three
more issues of the ISOPHOT data processing using all suitable
archive data. Sect. 2.1 presents a re-analysis of the correction
required to harmonize signals taken with different reset inter-
val settings. In Section 2.2 a new signal transient correction
method is described. Finally, in Section 2.3 a quantitative anal-
ysis of the by-passing sky light is reported for the first time.
A full description of all the calibration steps investigated and
tests of the final absolute surface brightness accuracies will be
presented elsewhere (del Burgo et al. 2002, in preparation).
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Figure 1. Schematic overview of ISOPHOT observing (1) and calibra-
tion (2) modes. Essential elements for the surface brightness recon-
struction are shown. Note that the chopper mirror is not used here
for beam modulation, but only to feed in the internal reference source
beam in a separate measurement. Abbreviations are for by-passing
sky light (BSL), dark signal (DS), ramp linearization (RL), transient
correction (TC), and reset interval correction (RIC).

2. ISOPHOT DATA PROCESSING

In general each ISOPHOT observation comprises a sky and a
heated Fine Calibration Source (FCS) measurement, obtained
in observing (staring or raster) and calibration mode, respec-
tively (see Fig. 1). The individual processing steps and the nec-
essary corrections are described in the ISOPHOT Handbook
(Laureijs et al. 2002) and marked in Fig. 1. In the following we
give a description of the three calibration issues of interest and
present our results.

2.1. RE-ANALYSIS OF THE RESET INTERVAL

2.2. CORRECTION

In order to match a large flux range (several decades) to the dy-
namic range of the AD converters, the reset interval (RI), time
between two destructive read-outs, of the integration process
had to be adjusted to the expected total incident flux. Mea-
surements of the same source with the same detector, filter
and aperture combination but with distinct reset interval set-
ting (RI= 2� s, where n=-6, -5, ..., 6) yield different signals
(see Fig. 2). The reset interval correction converts the signals

Proceedings of the Symposium “Exploiting the ISO Data Archive - Infrared Astronomy in the Internet Age”,
24–27 June 2002, Sigüenza, Spain (C. Gry, S. B. Peschke, J. Matagne et al. eds., ESA SP-511)
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Figure 2. Signal versus reset interval for a constant illumination cor-
responding to detector C100 (pixel 1).

obtained at a certain RI, S&� , to the reference RI = 1/4 s. A
first version of this correction is implemented in PIA and can
be activated at the SRD and SCP data processing levels.

2.2.1. OBSERVATIONS AND DATA REDUCTION

The complete set of dedicated observations designed to derive
the RI correction for the P- and C- detectors was used. Data
were processed with the ISOPHOT Interactive Analysis (PIA)
version V9.1. The data reduction included ramp linearisation
and deglitching. At the SRD level, dark signal subtraction was
not performed, in contrary to analysis used in PIA. Our analysis
is consistent with the general reduction scheme because the RI
correction must be applied before dark signal subtraction.

2.2.2. ANALYSIS AND RESULTS

Firstly, signal relationships for consecutive RIs (1/32 and 1/16,
1/16 and 1/8, ... , 32 and 64 s) were analysed. We studied these
correlations because signals of consecutive RIs have similar
dynamical ranges and the number of pairs is higher than those
for other possible combinations.

The measurements could not be fitted by a straight line
only, but certain signal ranges had to be fitted individually and
the linear fits forced to be connected at the border lines (see ex-
ample in Fig. 3). A robust-line method was used to derive the
parameters of the fits.

In order to shape the relationships not more than 3, 2, 2,
1 and 2 signal ranges for detectors C100, C200, P1, P2 and
P3, respectively, were required. From the parameters of the ad-
jacent pairs relationships it was possible to derive those ones
for S��� versus S&� by a propagation method. In addition, the
applicable signal ranges for each RI were computed.

Differences between the new and the previous RI correc-
tions for P-detectors were noted. These are more significant
for long reset intervals (� 4 s) for which a 1:1 correlation is
reached (as previously noted by del Burgo et al. 2001). Fig. 4

Figure 3. Reset interval relationship for signals obtained at RIs of 1
and 2 s (S� and S�, respectively) for detector C100. Note that cor-
relation 1:1 is reached for faint signal level. Solid and dotted lines
correspond to the new fits for the two signal ranges considered. Short-
and long-dashed lines refer to the current CALG fit and the correlation
1:1, respectively.

illustrates the impact of the new reset interval correction on the
dark signal level for C100.
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Figure 4. Dark signal versus orbital position for P1. The solid and
dotted lines are the new and the previous fits, respectively. Different
symbols correspond to reset intervals of 4 (squares), 8 (close circles)
and 16 s (open circles).

For C100 most of the differences occur at faint signal level,
where the present analysis shows a 1:1 correlation always for
RIs 
 1/8 s (see Fig. 5, top). We also detect a different reset
interval correction for the main diagonal (pixels 1, 5 and 9) and
the rest of pixels for long RIs (
4 s). We created new pixel-
dependent CALG files for the RI correction. For C200, no sig-
nificant differences (see Fig. 5, bottom) are observed, but the
residuals of the new fits are smaller than those in the previous
version. previously noted, was inconsistent.
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Figure 5. Top: Signal at RI=1/4 s versus Signal at RI=8 s for the pixels
of main diagonal (1, 5, 9) of C100. Solid and dotted lines correspond
to the new and previous RI fits, respectively. Note no pixel-dependence
was reported for the previous fit and therefore this is the same for all
pixels (Laureijs et al. 2001). Bottom: Signal at RI=1/4 s versus Signal
at RI=16 s for C200. Solid and dotted lines as in top panel.

2.3. AN EMPIRICAL TRANSIENT CORRECTION

After an illumination change, the output signal shows a system-
atic drift in time (transient behaviour), which asymptotically
approximates to a stable level. The characteristic stabilisation
time depends on the flux level, the flux jump and the illumina-
tion history. The transient correction is required to determine
and inter-compare final signals from sky and FCS measure-
ments, in particular, if they have different exposure times.

The usual way to deal with the transient problem is to fit
the signal with an appropriate function (e.g., PIA drift mod-
elling) or look for stability at the end of the measurement (e.g.,
PIA drift recognition). In this section an empirical correction
method for the transient behaviour of ISOPHOT C- detectors
is presented.

2.3.1. DATA REDUCTION

All staring measurements with integration times longer than
128 s independent of the target (e.g.: FCS or sky measure-
ments) and of the filter were selected: 1140 for C100 and 1397

for C200. The sample comprises a wide signal range and allows
us to perform a statistical transient correction.

For each pixel the shape of the transient curve is deter-
mined predominantly by the signal difference between consec-
utive measurements. Thus, big upward flux steps settle rela-
tively quickly and downward steps take much longer to sta-
bilize. The signal of the previous measurement with the same
detector (or of the previous raster step in the case of a raster),
;����, was subtracted from the current signal in order to obtain
the signal jump related to the flux step. or during a preceding
observation on the same revolution. ; ���� was set to zero if the
previous measurement was obtained more than 5 minutes be-
fore the measurement of interest.

2.3.2. ANALYSIS AND RESULTS

The correction proposed is a transformation between the signal
measured after a certain integration time, ;�, and the reference
signal ;��� (for integration time of 128 s). Signals ;� were de-
termined fitting the data streams between 0 and 128 s with a 5th
order polynomial. The choice of ;��� as reference signal was
according to the fact that it was the usual length of the mea-
surements for establishment of the FCS calibration. The rela-
tionship ;�-;��� was established for a few intermediate times,
a grid of powers of 2 (t = 4, 8, 16, 32 and 64 s) was best adopted
to the temporal behaviour of the drifts.

Fig. 5 shows the plots for one pixel of C100. The well de-
fined relationship permitted for deriving a statistical correction.
At t = 64 s, most of the pixels are stabilised and close to the
asymptotical level. However, pixels 1 and 9 show already a
slight departure from the linear relationship. At shorter inte-
gration times the signal loss rises significantly and varies from
10 to 	�� in the signal range 1-5 V s�� at t = 32 s depending
on pixel number and up to ��� in the same signal range at t =
16 s.

The relationships between ;� and ;��� for each pixel are
well represented by the following model function:

;� � ;������ +��&� -�(
������"�����;����� (1)

where +�(n,t) and +�(n,t) are the fitted parameters for each
pixel & and integration time -.

Signal loss for any integration time was then interpolated
from our data set of discrete times in the (time, signal) space.
We used a logarithmic interpolation in time and a linear one in
signal.

2.4. BY-PASSING SKY LIGHT

By-passing sky light must be taken into account for the deriva-
tion of the responsivity, because of the sky background was still
shining into the instrument in the calibration mode. It is deter-
mined from cold FCS measurements. The heated FCS mea-
surements must be corrected for this additive component.

We already presented a re-analysis of the dark signal be-
haviour of ISOPHOT (del Burgo et al. 2001). We have repeated
such analysis using the new RI correction presented here and
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Figure 6. Left: Signals obtained after integration times of t = 4, 8,
16, 32 and 64 s versus the reference signal obtained after 128s. The
curved line represents the fitted relationship used to derive the cor-
rection for signal loss at each time position. Right: Residuals after
correction for the integration times (4, 8, 16, 32 and 64 s).

created new CALG files. Here we report for the first time an
analysis of another additive instrumental component, the by-
passing sky light, of the C-detectors. The by-passing sky light
increases the FCS signal level and consequently contributes to
overestimate the responsivity.

2.4.1. DATA REDUCTION

For each detector, all the sequences including cold FCS (FCS
power � 0) and associated star and sky measurements were
used. For each cold FCS, we selected the sky and star mea-
surements with a close observing pointing (�1�), the same
revolution and the same responsivity. Data were reduced with
PIA V9.1 and new CALG files from SRD to SCP level: ramp
linearization, deglitching, RI correction and dark signal sub-
traction. To determine the sky background, we only used the
sky measurements for staring observations. For rasters, the sky
background (for each pixel) was determined from the median
of the 50% faintest measurements.

2.4.2. RESULTS

We looked for correlations between the signal of the by-passing
sky light and the signal of the sky background, the star and the
total signal. A very clear dependence on the sky background
signal is observed. Our analysis yields that the by-passing sky
light amounts to 6% of the sky background for C200 for all
4 pixels. However, for C100, there is no pixel-uniformity. The
by-passing sky light rises from �8% (pixels 1, 4, 7) over 10%
(pixels 3, 9) to a maximum of 17% for pixel 6. No strong filter
dependence seems to be present in any pixel.

3. STATUS AND FUTURE PLANS

The results were reviewed in several internal calibration work-
shops and described in a set of calibration reports. In May 2002
the ISOPHOT Data Centre created a new version of PIA (V.11)
which is under testing at the moment and will be made avail-
able to the scientific community. A paper presenting our results
is in preparation.
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ABSTRACT

Under quasi-uniform illumination, the transient response of
individual pixel of Si:Ga LW detector of ISOCAM detector is
described with high accuracy by one of the Fouks’ models, re-
ferred to Fouks-Schubert model. But this model fails its accu-
racy if the gradient of illumination between adjacent pixels is
high.

We present here a general 3D physical model which allows
to describe with a high accuracy most of the cases we encounter
with ISOCAM. Besides the case of quasi-uniform illumination
it is also applicable to the case of point sources. For the latter
case, the narrower the PSF of the source, the higher the accu-
racy of the 3D model.

This model still uses the (�� �) parameters which were used
for the uniform illumination case. No supplementary parame-
ters are required. But in the 3D case, where the exact topol-
ogy of the detector array should be involved in the account,
these two parameters describing the transient properties of each
pixel are directly expressed through the parameters character-
izing the technological quality of the detector bulk and its con-
tacts. This fact provided the means to optimize future Si:Ga
photodetectors.

We present here the direct model and also a preliminary in-
version method. We discuss the limitations in the theory, the di-
rect model and the correction method. This new physical model
can now be used to reconsider the point source photometry and
to remove all the artifact following observation of point sources
in the raster maps. It is still important since the wavelengths of
the ISOCAM LW detector (�5–18 �	) will not be covered by
SIRTF and ASTRO-F.

Key words: ISO – CAM LW, Si:Ga, physical model, transient,
crosstalk, point sources, photometry

1. INTRODUCTION

It has been shown that, at first order, the transient responses
of all the Si:Ga detectors on-board ISO can be described by
one model1 coming form Fouks’ theory (Fouks 1992; Fouks
1995) : Si:Ga detectors ISOPHT-S and ISOPHT-P (Fouks and
Schubert 1995), ISOCAM-LW (Coulais and Abergel 2000) and
ISOSWS-b2 (Kester 1999; Kester et al. 2002). This model is a

1 The well known so-called Fouks-Schubert model.

simplification of the Fouks’ theory assuming that
(1) the illumination of the pixel surface is uniform and
(2) the crosstalks between adjacent pixels in the same bulk es-
sentially compensate each other.

It has been observed (Coulais and Abergel 2000; Coulais
et al. 2000) for the LW detector of ISOCAM that the tran-
sient response for point sources cannot be described by this
1D model. Efforts to have a model for modeling the transients
of point sources were engaged (Coulais et al. 2000; Coulais
and Fouks 2002) with the goal to provide a high accuracy for
the photometry of ISO sources (Blommaert 1998; Blommaert
et al. 2000).

We report here the availability of such an accurate model.
The 3D model is quickly described in Sect. 2, the correction
method is explained in Sect. 3. We show examples in Sect. 4
and discussed few problems or limitations not mentioned in
Sect. 3. Connections with physical properties are detailed in
Sect. 5, and possible application to other Si:Ga photodetectors
in Sect. 6.

2. THE DIRECT MODEL

The theory and the new full 3D physical model is extensively
described in a technical note2. Validity ranges are discussed.
Second order correction terms are given when the width of the
PSF of the point sources becomes too large in comparison with
the pixel size.

In order to test it and to apply it quickly to compare with
the transient responses of CAM point sources, a simplified 2D
model using symmetry properties of the detector array and of
the sources was derived. Under uniform illumination, this 2D
model was carefully compared with the 1D model and both
give the same transients. Without any modification, with the
same median (�� �) parameters than under uniform illumina-
tion, the new model immediately gave the good shape for
the transients of the sharpest point sources which are far
from the transient response predicted by the 1D model (e.g.
TDT 35600501, see Fig. 2).

It has been assumed that the profiles of point sources ob-
served with the LW detector of ISOCAM have, at first order,
a circular symmetry. This property was useful to simplify the
model from 3D to 2D and to drastically reduce the estimated

2 This document, annexes and extra examples are available at :
http://www.ias.fr/PPERSO/acoulais/ISO/Sources/
transients sources.html
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computing time. We know this assumption of symmetry is not
very exact for CAM (Okumura 1998; Okumura 2000), but (1)
we need to use such a 1D profile in order to use the 2D model
and
(2) the exact shape of the real profile is not well known (Oku-
mura 1998; Okumura 2000) and
(3) the errors are not too large and other problems seem to be
more critical (see below). On contrary, a good approximation
with circular symmetry is available (Okumura 2000).

3. THE CORRECTION METHOD

Contrary to the 1D case (Coulais and Abergel 2000), no “triv-
ial” and direct correction method can be derived from the equa-
tions of this new model. The problem is much more compli-
cated than for the uniform case since we have to process at
least the 3�3 pixels centered on the brightest pixel at the same
time. In order to extensively check the model on real data, a
dichotomic method was setup, to find one to three of the six
parameters describing one configuration :

– ��� =� position, at scale much smaller than pixel size;
– ��

� stabilized flux of the background before observing the
source;

– ��
� stabilized flux of the background during observing the

source;
– �� stabilized flux of the source;
– � full width at half maximum (FWHM) of the source (pos-

sible profiles are Gaussian or Bessel, see below).

Here we have strongly limited the capabilities of the the model
since it can take into account a non-stabilized initial level and a
non-uniform initial level, but we did not take into account these
extra complications in the method.
We use the following notations: �� means initial value of �, ��

estimated value of �, �� true value of �.
Estimations for (�� =) and initialization of � � are made using
2D Gaussian fitting on each readout in a block, then the me-
dian values are used. In simulations, without or with noise, and
for real data, this fitting works well. Nevertheless, we made two
errors :
(1) a very small for (��� =�) which are slightly shifted with re-
spect to (��� �=) depending on the position of the source on the
pixel due to inadequate profiles and transient effects and
(2) a larger one for � � which is not close to �� because of mod-
ifications of the source profiles (in � and in amplitude) during
the transient.

The problem to find a good initialization (� �
�� �

�
�� �

�) is not
simple because the transient response modifies � and is strongly
non-linear with � �

� when � �
� is close to zero. Furthermore, we

can not derive � �
� directly from data because of the transient but

also because of effect of the PSF width.
Let’s assume that we know with a high accuracy the � �

�

value. It has been checked in simulations that inside a given
range (e.g. �� � ��� and ��� � ���, constant ��, � and =) the
criterion we used is convex with only one maximum. At large
scale (real value ����), this 2D criteria (with �� and �) has

roughly a Gaussian shape with an anti-diagonal orientation. It
indicates that we cannot go directly to the optimum with the
dichotomy. On the contrary, it has been observed a good prop-
erty when the estimated values (��� ��

� ) are close (real values
����) to the true ones (��� � �

�) : the shape of the criteria be-
comes similar to a high elliptic Gaussian with axis aligned with
� and ��. This fact ensures a fast convergence of the dichotomy
in the vicinity of the optimum. Furthermore, this indicates that,
after the processing of a significant number of sources with
different combination of lenses and filters, we can tabulate the
relationship between the real FWHM PSF �� and the estimated
one �� during initialization, and concentrate only on �� the es-
timation.

During the dichotomy, we use several tests (sign of the dif-
ference between the estimations and the data, for the brightest
pixel and four closest ones) to indicate simply in which direc-
tion we have to move. Because of approximation on the PSF
shape, of possible problems due to the specific noise3 in the
transient response for point source, which is much higher than
under uniform illumination (Coulais and Fouks 2002) and be-
cause we know that for a few number of cases the model is only
a first order approximation, several criteria have been consid-
ered. It seems that the Least Square Criteria on the brightest
pixel and its four closest pixels (i.e. without the four pixels in
diagonal) is the best candidate. Because of the approximation
due to the non-symmetrical PSF, we see that, with a Gaussian
PSF, we make the largest errors for them, in comparison to the
brightest one and the four closest ones. Furthermore, the diag-
onal pixels generally did not contribute a lot.
We are currently assuming that the unknown values are: � �

� � ��� �.
� is assumed unknown because :
(1) the width of the PSFs are changing during transient re-
sponses,
(2) we assume now a Gaussian PSF but the real PSFs are closer
to the Bessel ones.
It is clear that for a given configuration (a lens and a filter) we
should have a fixed value for � in the future. Since we have pro-
cessed only a limited number of sources, such shortcut can not
be done now. But such tabulation will be very useful to speed
up the correction method later. This model is also the way to
reconsider on firm basis the computation of the FWHM of the
PSF by removing the effects of transients in the FWHM esti-
mation, and we expect a reduction of error bars for the FWHM
with the help of this model.

For most of the sources (more than thirty sources) on which
we have applied this correction method the adjustment was
done with a good accuracy in 20 to 30 iterations. Depending on
the number of readouts for which the transients are computed,
the time for one iteration is � 5–30 s. When the uncertainties
for �� are high (e.g. when �� is close to zero, say, �� � �ADU)

3 On pixels under high illumination gradients we have a particular
noise with high amplitude in comparison to the noise measured under
uniform illumination. This noise is strongly correlated between two
adjacent pixels. This exchange of currents (crosstalk) between adja-
cent pixels reflects the satellite jitter.
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or when �� is not uniform, we need about two times more iter-
ations.

Since the model did not need to find adhoc parameters we
are looking only for �� =� ��� ��� �. For a well characterized
configuration, �� and � are well known, it is easy to find (�� =)
at few percent based on a few readouts. Then we are looking
for �� only ! Flux for sources observed with a small numbers of
readouts can also be very well estimated; it has been confirmed
by simulations and with datasets where we reduce the number
of readouts.

4. EXAMPLES AND LIMITATIONS

Figure 1. TDT 07803313 is typical for a quick observation for IR stars.
Only a very limited time before the observation is available which may
give problems to accurately determine whether the initial conditions
are stabilized. In this case, the stabilization is good, and the illumi-
nation before the source observation is also well uniform. In this con-
figuration (lens 1.5 arcsec and filter LW 6), the PSF width is small
enough to ensure a good accuracy for the model.

Since the set-ups for the ground based tests and for the in-
flight electrical set-ups are different, thus this results in dif-
ferent ��� �� parameters (Coulais and Abergel 2002 and refer-
ences therein). We have applied the model and the correction
method only on in-flight data.

Up to now, not all the CAM configurations have been
checked (10 filters LW 1–LW 10 and 4 lenses (1.5, 3, 6 and 12
ArcSec)) nor the full range for sources and backgrounds (be-
fore and during source observation). Nevertheless, about thirty
sources have been successfully processed (in� twenty five dif-
ferent TDTs). We give here three independent examples : on
Fig. 1, a very simple case;
on Fig. 2, a case where the downward transient can be also
studied and
the Fig. 3 shows one of the worst cases, with the second order
correction term.

We say that the larger the PSF, the less accurate the 2D
model. We are in the limit of validity for the model for the four
CAM configurations giving the largest PSF : lens 1.5 ArcSec
and filters LW 3, 9 ,10, 8. Nevertheless the 3�3 mean transients
are in general in good agreement between model and data.

The physical reason of this difference is clear. Because of
the topology of the CAM array (very long inter-contact dis-

tance when compared with the pixel size, ratio is 5:1) here it is
essential the effect of the inter-pixel currents induced by very
small radial fields. This idea, which clearly follows from the
physics of the detector operation has been confirmed by the es-
timations of this effect in limiting cases and their comparison
with experimental data. This effect is not considered yet in the
used model, but can be taken into account in its following de-
velopment.

This departure between model and data is clear especially
for the overshoot for the brightest pixel during the upward tran-
sient. The second order term helps to improve the description
the transient response for the brightest pixel. This term clearly
improves the description of transients for these four configura-
tions. We show a difficult example on Fig. 3.

Figure 2. TDT 35600501 is very interesting to check different effects
in the model because the same source is observed in the same config-
uration (Lens 3, Filter LW 2) by different pixels several times (�36
elementary observations in the same TDT with same background).
Data and model are superimposed here for upward and downward
transients. Only a fraction of readout gives the shift between data
and model for the downward step. On the upper panel, we see the
quasi-perfect agreement for the brightest pixel. On the lower panel,
the change in Y-scale shown that, despite a good global agreement,
we have to improve the agreement for time between 2370-2420. For
all the tests reported in this note, we did not take into account the
inter-pixel variations for the (�� �) parameters. This TDT should be
useful to study this dependence.

It has been mentioned several times that we still have trou-
bles due to limited accuracies of the dark correction. It has been
explained that the Fouks model allows to derive the absolute
levels (see for ex. Coulais and Abergel 2002), unfortunately,
only a very limited number of flux steps under uniform illu-
mination can be processed (Coulais and Abergel 2000). From
preliminary tests on point sources, it may be possible to use
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Figure 3. The combination of filter LW10 and lens 1.5 arcsec gives
one of the four bad combinations for the model presented in this pa-
per. In these cases, it is expected that the model under-estimated the
real transient for the brightest pixel. This effect is described in the
Fouks technical note. A second order correction term is computed, and
is superimposed here (see the curve limited in range between T=150
and 275, in between the data and the model for the brightest pixel.)
Furthermore, the study of this source is very complex because the il-
lumination before the source is not uniform. It is easy to see when
changing initial conditions '�	 in the model how big are the change
for the transient shape of brightest pixel. Despite all these problems,
the overall responses are not too far from the real responses, and the
3�3 mean curves overlap.

this new model and experimental data of point sources to re-
cover the accurate dark level when �� is close to zero and too
noisy. Two interesting examples we have studied are sources in
TDT 10801813 and 35600602. For the first one, the dispersion
of the background before observing the source is very high.
Transient correction allows to derive a estimation not only of
this source but also of the mean background before the source.

As explained in Sect.3, we have written the model only in a
2D way, despite the new model is fully 3D. As a result, the pro-
file of the source can be only a circular one. This simplification
was done for simplicity shake and for testability. Nevertheless
we are not sure now that the full 3D code gives a higher use-
fulness than the 2D one, since no simple inversion method can
be applied to it. A large number of possible problems must be
checked before working on the 3D model : dependence on the
(�� =) values and onthe satellite jitter, on the PSF profile, on
the limited accuracy of the dark level and on the non-uniform
non-stabilized initial level (��).

5. RELATION WITH PHOTODETECTOR
TECHNOLOGY

This 2D model still uses the (�� �) parameters used for the 1D
model for the uniform illumination case (Coulais and Abergel
2000). No supplementary parameters are required. These pa-
rameters are related for each pixel to the instantaneous jump
(�) and the time constant (�) The parameters (�� �) can be con-
verted into two physical parameters (?/ � 3+$&) which are di-

rectly related to the quality of the contacts and the homogeneity
of the bulk, respectively.

These parameters are connected to the detector quality from
the technology point of view. Dispersion of these parameters
through the array indicates poorly controlled technological pro-
cesses. Theoretical limits are also known from the Fouks The-
ory. For ISOCAM (see description of (�� �) maps in Coulais
and Abergel 2000), we have found that
(1) the bulk quality of the matrix array is rather good and is
well uniform, but
(2) the quality of contacts is not uniform and is far from theo-
retical limits.
Being closer to these limits should give a transient response up
to five time faster. Nevertheless CAM detector is a good one
since it is described by zero and first orders models from the
Fouks theory over a large range of incoming flux, which allows
a very accurate correction of its transient responses, despite a
“small” instantaneous jump and a “long” time constant.

6. RE-USE FOR OTHER SI:GA
PHOTODETECTORS

This model should be re-usable for any Si:Ga detector, when
the electrical voltage is not too strong, in order to avoid extra
non-linear effects. On-board ISO, the ISOSWS-b2 linear ar-
ray, the ISOPHT-S (linear array) and ISOPHOT-P (single pixel)
are Si:Ga detectors as well. But from our current understand-
ing of the status of the processing of ISOSWS-b2, ISOPHT-S
and ISOPHOT-P, the first priority for ISOSWS-b2 is to apply
the model for non-linearity close to the avalanche breakdown
(Kester et al. 2002) and for ISOPHT-S and ISOPHOT-P is to
apply the correction method detailed in Coulais and Abergel
2000, assuming the two parameters (�� �) are constant.

7. CONCLUSION

We are now able to model and correct with a high accuracy the
transient response for point sources and under uniform illumi-
nation for the Si:Ga 32�32 array of ISOCAM’s LW detector.
The transient response of the mean value of the 3�3 pixels
centered of the brightest one is described at percent level. The
transient responsees of individual pixels are described at few
percent level. Worst cases for individual pixels are for combi-
nation of lens 1.5 ArcSec and filters LW 3, 9, 10 and 8. One
time again it has been proved (1) the power of such physical
model and (2) the good quality of CAM detector array.

We are ready to provide this 2D model and to assist any sci-
entist who would like to reconsider the ISOCAM point source
photometry with the LW detector.

One time again, we mentioned that the Fouks theory was
successful for all the Si:Ga but also for all the studied Ge:Ga
on-board ISO with models described before ISO flight (Fouks
1992; Coulais et al. 2002). This theory should be useful for the
photodetectors in preparation (SIRTF MIPS, Astro-F FIR and
FTS, Herschel PACS) even if the theory must be transformed
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into specific models adapted to the peculiarities of each detec-
tors.
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ABSTRACT

The techniques and software tools developed for the re-
duction and analysis of ISO-CAM/PHOT data with the LARI
method are presented. The method, designed for the detection
of faint sources in ISO raster observations, is based on the as-
sumption of the existence of two different time scales in the de-
tectors’ transient behaviour, accounting either for fast or slow
detectors’ response.

The specifically developed IDL software includes: a reduc-
tion pipeline performing basic operations such as deglitching
and background determination; the fitting procedures proper,
modelling the time history of individual pixels and detecting
any flux excess with respect to the local background ascribable
to potential sources; mapping, source extraction and flux esti-
mation procedures; simulation procedures allowing one to es-
timate the errors arising from different instrumental and reduc-
tion effects. Moreover, an easy-to-use graphical user interface
allows one to quickly browse the data and carry out the substan-
tial amount of interactive analysis required when the automatic
fit fails and to check the reliability of detected sources.

This method provides source lists of great reliability and
completeness and an outstanding photometric accuracy, partic-
ularly at low redundancy levels, where the reliability of ISO-
CAM/PHOT source lists at moderately bright flux levels has
been a long standing issue.

In this work a description of the techniques and of the soft-
ware tools that have been developed is given, alongside with
some highlights from the results obtained thanks to their appli-
cation to different fields.

Key words: methods: data analysis – infrared: general – surveys
– catalogues

1. INTRODUCTION

All data gathered by the ISO satellite, and particularly those
from the two ISO cameras, ISO-CAM and ISO-PHOT, are very
difficult to reduce, both due to the strong transient behaviour
of the cryogenically cooled detectors (Coulais et al. 2000) and
to the frequent and severe cosmic ray impacts yielding qualita-

tively different effects (common glitches, faders, dippers, drop-
outs and others, Claret et al. 1998).

While it was demonstrated that it is possible, at least to a
certain extent, to satisfactorily describe the satellite’s different
detectors’ behaviour adopting some physical model, the large
number of readouts involved in raster observations and the pe-
culiar nature and strength of noise patterns also require efficient
and robust algorithms to be developed so as to make the actual
data reduction undertaking feasible in a nearly-automatic way.

A number of data reduction methods has thus been de-
veloped and tested, mostly on ISO-CAM deep fields (e.g. the
PRETI method by Starck et al. 1999 and the Triple Beam Switch
method by Désert et al. 1999). Unfortunately, such methods
proved useless for all ISO-PHOT data or on ISO-CAM shal-
lower fields, leading to a high number of false detections and
severe incompleteness. Besides, these methods suffered from
the lack of an efficient way to interactively check the quality of
the data reduction when needed.

The LARI method (first presented in Lari et al. 2001) has
been developed to overcome these difficulties and provide a
fully-interactive technique for the reduction and analysis of ISO-
CAM/PHOT raster observations at all flux levels, particularly
suited for the detection of faint sources and thus for the full
exploitation of the scientific potential of the ISO archive.

2. THE MODEL

The LARI method describes the sequence of readings, or time
history, of each pixel of CAM/PHOT detectors in terms of a
mathematical model for the charge release towards the con-
tacts. Such a model is based on the assumption of the exis-
tence, in each pixel, of two charge reservoirs, a short-lived one
6� (breve) and a long-lived one 6 � (lunga), evolving indepen-
dently with a different time constant and fed by both the photon
flux and the cosmic rays. Such a model is fully conservative,
and thus the observed signal ; is related to the incident photon
flux 9 and to the accumulated charges 6� and 6� by the

; � 9 �
56���

5-
� 9 �

56�

5-
�
56�

5-
(1)

where the evolution of these two quantities is governed by the
same differential equation, albeit with a different efficiency ( �
and time constant +�
56�

5-
� (� 9 � +� 6

�
� ;<�/� $ � �� � (2)
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so that
; � ��� (� � (�� 9 � +� 6

�
� � +� 6

�
� (3)

The values of the parameters (� and +� are estimated from the
data and are constant for a given detector, apart from the scaling
of the +� for the exposure time and the signal level, which is
governed by the

+� �
-

-�


;

;�
+��� (4)

where +��� is the value of +� relative to a reference exposure
time -� and signal level ;�. The model for the charge release,
however, is exactly the same for CAM and PHOT detectors.

In practice, an additive offset signal attributable to thermal
dark current (and thus not accounted for in CIA dark current
subtraction) is added to both ; and 9 in the equation above
when it is estimated to be important, i.e. when the deepest dip-
pers’ depth exceeds 10% of the background level.

The glitches (i.e. the effects of cosmic ray impacts on time
history) are identified through filtering of the time history and
modelled as discontinuities in the charge release, leaving as
free parameters the charges at the beginning of the time his-
tory and at the peaks of glitches.

Iteration of the fitting procedure is interrupted when either
a satisfactory data-model rms deviation is achieved or the max-
imum number of allowed iterations is reached. In Fig. 1 it is
shown how a successful fit is thus able to recover useful in-
formation (specifically, source fluxes) from otherwise trouble-
some parts of the pixel time history.

3. THE METHOD

The reduction pipeline consists of the following steps:
– PHOT ramps’ linearization (following Rodighiero et al. 2001)

and data smoothing (i.e. median averaging over a suitable
number of readouts)

– Standard CIA/PIA raster structure and data-reduction-
dedicated liscio structure building

– Dark current subtraction, global background (or stabiliza-
tion) level estimation, bright sources’ and glitches’ identi-
fication

– Time history fitting procedure and interactive ”repair” on
fitting failures

– Interactive checks on sources detected in time history
– Flat-fielding, mapping, and source extraction (using

DAOPHOT’s find, particularly suited for the detection of
point-like sources)

– Interactive checks on sources detected on maps and back-
projected on pixels’ time history

– Source flux autosimulation
The fitting procedure describes the time history of individual
pixels according to the mathematical model seen in Section 2,
allowing the determination of the breve and lunga charge lev-
els, the local background and the flux excess ascribable to po-
tential sources at any given observing time (i.e. readout).

The so-called autosimulation procedure for source flux es-
timation accounts for mapping effects in the determination
of the flux of detected sources through the following steps:

a) Fader

b) Dipper

c) Bright source

d) Faint source

Figure 1. Different troublesome situations in ISO-CAM pixel time his-
tory: a) Recovery of stabilization level after a fader b) Recovery of
stabilization level after a dipper c) Detection of a bright source hid-
den by a strong common glitch d) Faint source hidden by the recovery
of the stabilization level after a dipper.
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– First guess of source flux, based on its observed peak flux
on the map

– Back-projection of source at the detected position on the
time history

– Determination of theoretical peak flux on back-projected
map

– Source flux correction based on observed / theoretical peak
flux ratio

Other factors affecting the source flux estimates, namely those
arising from the detectors’ transient behaviour and possible
systematic deviations from nominal sensitivities as well as from
the reduction technique, are then evaluated through simulations
and absolute flux calibration.

Once the reduction of all rasters of interest has been com-
pleted according to the recipe above, one can determine the
necessary corrections to nominal astrometry (e.g. performing a
cross-correlation analysis between the list of detected sources
and a suitable external catalogue) and project nearby or re-
peated fields onto a common mosaic map, on which source
extraction, autosimulation and interactive checks can furtherly
be performed so as to increase the quality of the reduction
through cross-checks of detected sources on different rasters,
thus partly overcoming the severe problems at their boundaries.

4. THE SOFTWARE

The method relies on CIA (Ott et al. (2001)) and PIA (Gabriel
and Acosta-Pulido (1999)) for basic raw data reading and ma-
nipulation and on home-made IDL routines for the data reduc-
tion proper. The massive necessary amount of interactive anal-
ysis is carried out with an easy-to-use graphical user interface,
shown in Fig. 2, which allows any kind of “repair” which may
be necessary.

Figure 2. A screenshot of the IDL widget-based Graphical User Inter-
face used to carry out interactive analysis.

5. RESULTS / WORK IN PROGRESS

All parameters indicating the goodness of the reduction (relia-
bility, completeness, astrometric and photometric accuracy) are

heavily dependent on the adopted observing parameters as well
as on the thresholds chosen in the interactive “repair”, and thus
can only be evaluated through simulations.

While the catalogue resulting from the reduction of the first
portion of ELAIS 15 �m data (Lari et al. 2001) are success-
fully being used for different purposes (see e.g. Gruppioni et
al. 2002 and Matute et al. 2002), and the reduction of several
different fields has already been completed, simulations and ac-
curate photometric calibration are still being carried out, so that
it is not presently possible to show detailed results. A list of the
different projects being carried out includes:

– ELAIS 15 �m and 90 �m fields (Vaccari et al. 2002)
– Lockman Hole Shallow (LHS) and Deep (LHD) 15 �m and

90 �m fields (Fadda et al. 2002 and Rodighiero et al. 2002,
see also Fig. 3)

– Hubble Deep Field North and South (HDFs) 7 �m and 15
�m fields

– A few nearby galaxy cluster 7 �m and 15 �m fields

while highlights from the expected results can thus be summa-
rized:

– A catalogue of around 2000 15 �m sources in the 0.3-100
mJy flux range from LHS and ELAIS fields

– Catalogues of the uttermost quality in smaller, cosmologi-
cally relevant fields such as the LHD and the HDFs

– Flux-level-dependent photometric calibration based on pre-
dicted stellar IR fluxes (CAM) or on internal/external cali-
brators’ reduction (PHOT)

– Unambiguous comparison of LARI fluxes with those ob-
tained with different methods, e.g. on HDFs

Figure 3. �	� � �	� Lockman Hole 15 �m map, with overlaid 90
�m contours (blue lines) and radio sources (green triangles, from de
Ruiter et al. 1997)
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6. CONCLUSIONS

Originated as an answer to the problems posed by the ELAIS
data reduction, the LARI method has evolved into a complete
and well-tested system for ISO-CAM/PHOT data reduction and
analysis, especially designed for the detection of faint sources
and the interactive check of detected sources. Raster observa-
tions carried out with ISO-CAM LW detector at 7 and 15 �m
and with ISO-PHOT C100 detector at 90 �m have been suc-
cessfully reduced, while tests are foreseen to extend the method
to other detectors.

Interactive by its very nature, the method both allows ISO-
CAM/PHOT data reduction at all flux levels from scratch and
to check the quality of any independent data reduction under-
taking, thus leading to extremely reliable and complete source
catalogues. It is thus believed that the LARI method can prove a
very efficient tool in providing the community with an agreed-
upon and substantial scientific return from the ISO archive.
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ABSTRACT

As a possible concept to further improve the photomet-
ric accuracy of ISOPHOT we propose to concentrate on well-
defined homogeneous data sets extracted from the Archive and
carry out investigations focused on the specific calibration is-
sues of the sample. The improvement of the photometric qual-
ity and that of the final error are monitored by selecting and
evaluating secondary standards from the sample. In this con-
tribution we describe the proposed general scheme and present
– as an example – the analysis of 354 minimap observations
of normal stars obtained at 60, 90 and 100�m with the C100
detector. In the analysis we first determine measurement uncer-
tainties characteristic of the OLP V10 data processing, and then
check the improvements achieved by introducing the newly de-
veloped dynamic transient correction.

Key words: ISOPHOT - calibration: minimaps

1. INTRODUCTION

The release of the final version of the ISOPHOT (Lemke et al.
1996, Kessler et al. 1996) Off-Line Processing software (OLP
V10) and the generation of the ISO Legacy Archive closed the
main period of the ISOPHOT calibration. In that phase the cali-
bration work focused on the main instrumental problems which
affected several or all observing modes, and the correction al-
gorithms developed were as general as possible in order to ease
the software implementation. The photometric quality reached
with the OLP is documented in the Scientific Validation Re-
port (Klaas & Richards 2002) and in the ISOPHOT Calibration
Accuracies Document (Klaas et al. 2002).

In a very general calibration approach, however, specific
problems of individual observing modes (or submodes) may
be overlooked or ignored. In order to further improve the pho-
tometric accuracy of ISOPHOT we propose to carry out more
specific calibration investigations focusing on particular prob-
lems of well-defined homogeneous data sets, and to work out
dedicated correction algorithm which are not necessarily appli-
cable to other data sets. On the basis of ideas already discussed
in several papers (Fajardo-Acosta et al. 1999, Laureijs et al.
2002) we propose the following general scheme for the anal-
ysis of a selected well-defined ISOPHOT observing mode or
submode:

1. Collect all observations performed in the selected observ-
ing mode from the Archive;

2. Identify all objects which could be used as photometric
standards;

3. Process the measurements of identified standard objects us-
ing the standard (OLP V10) data reduction method;

4. Search for a systematic trend in the (Measured-Predicted)
residual flux densities;

5. Try to understand the reason behind the observed trend, in-
vent new data processing methods to eliminate it and re-
process the data with the new methods;

6. Repeat Points 4-5 until all obvious reasons are eliminated;
7. Fit the remaining trend and work out an empirical formula

to correct for the systematic discrepancies;
8. Document the new processing methods and the empirical

fits;

Using the new reduction methods optimised for a selected
mode we will re-analyse the entire data set of that observing
mode. In this contribution we present the first results of the re-
calibration of the ISOPHOT C100 minimap mode in the frame-
work of a joint project of Konkoly Observatory and the ISO
Data Centre. The re-analysed data will be ingested into the ISO
Archive. Sect. 2 describes the creation of a data base of 354 ob-
servations of normal stars. In Sect 3. we present the results of
photometry obtained with OLP V10. In Sect 4. we summarize
possibilities for improvements. Sect 5. demonstrates the effect
of the dynamic transient correction. In Sect. 6 we discuss the
different photometric behaviour of the individual pixels. Sect.7
summarizes the results of our investigation as well as the future
plans.

2. DATA BASE OF NORMAL STARS

We searched the Archive and collected all minimap observa-
tions obtained with the C100 detector at 60, 90 and 100�	.
In order to define a homogeneous sample we constrained the
raster parameters to DM=DN=43–46 �� and accepted only odd
number of raster steps. This kind of minimaps were typically
used for photometry of compact sources. Fortunately the sam-
ple turned to be rather homogeneous both in terms of observing
time and read-out parameters.

The next step was to construct a data base which contained
the possible photometric standards. We identified 354 measure-
ments of 204 normal stars in a sample mainly originating from
the Calibration Program and the 3 Vega programs (Decin et al.

Proceedings of the Symposium “Exploiting the ISO Data Archive - Infrared Astronomy in the Internet Age”,
24–27 June 2002, Sigüenza, Spain (C. Gry, S. B. Peschke, J. Matagne et al. eds., ESA SP-511)
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Figure 1. Measured vs. predicted flux at 60��. 1a: original flux values with the correction curve following the main trends overplotted. The
separate small windows present the relationship and the scatter around the trend at faint and bright level. 1b: the measured values are corrected
for the systematic trend. Squares: stars with an excess above �� (Vega candidates). Triangles: Vega-type stars discovered by IRAS. Larger dots:
FCS calibration stars. 1c-d : the same type of plot as Fig. 1a-b but we applied the dynamic transient correction.

2000, Habing et al. 2001 and Spangler et al. 2001). In order to
use these stars as secondary standards we predicted their pho-
tospheric fluxes at far-infrared wavelengths. For this purpose
we collected K (or V, when K was not available) magnitudes
and B-V colour indices for the stars and derived relationships
between the K-[25] and B-V indices where [25] is the mag-
nitude at 25�	. The relationships were based and tested on
a collection of stellar models produced by M. Cohen and P.
Hammersley (available on the ISO homepage). Then flux den-
sities in other filters were derived by multiplying the 25�	 flux
density by the ������ infrared colour, which is itself a weak
function of B-V. The accuracy of the prediction at 25�	 from
K magnitude is about 3%, from the V magnitude about 8%.
Near infrared data were taken from the ISO Ground Based
Preparatory program (GBPP, Jourdain de Muizon & Habing
1992).

3. PHOTOMETRY WITH OLP V10

According to the scheme drafted in Sect.1 we reduced the mea-
surements of the normal stars. The data were processed in batch
mode using PIA V9.1 with calibration (CalG) files compatible

to OLP V10. Drift recognition was applied. To extract fluxes
from minimap observations, we used the PCASPHT method
(Kiss & Klaas 2000). This method is used at the ISOPHOT
Data Centre (Heidelberg) and is implemented in OLP V10. It
is based on the following principles:

– determine fluxes from the data stream of each individual
pixel rather than creating a map;

– do not flat-field the pixels;
– assume a constant background;
– combine the fluxes obtained from the 9 detector pixels by

using a robust average technique.
In Fig. 1a we display the results of the ���! observations

vs. the predicted fluxes of the stars. Systematic deviations from
the models are observed at both faint and bright levels (see the
two separate small windows). The thick line corresponds to a
fit to the main trend. The measurement scatter around the fit is
22.1 mJy at low level and 8.97% at bright level. In the present
analysis we adopt this scatter as an average error bar which
we assign to all observations. The slow decrease of the mea-
sured/predicted ratio at high level might be due to slight inac-
curacies of the FCS heating power curve. The offset-like devi-
ation around zero is very likely related to the signal drift in the
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minimap observation. Since there is no way to correct for these
effects within the framework of OLP V10 we use the fitted line
for an empirical photometric correction. In Fig. 1, panel b, we
present the flux values after correction for the systematic trend.
The dashed line is the �	� level. Stars with excess above this
threshold are plotted by squares. These stars, which constitute
about 20% of the whole sample, may be surrounded by circum-
stellar dust (Vega phenomenon) and are analysed in a separate
article (see Ábrahám et al. 2002). The Vega-type stars which
were discovered by IRAS are denoted by triangles. The typi-
cal scatter values for the observations at 60, 90 and ����! are
presented in Tab. 1. In the case of ����! data, our correction
was based on 21 measurements of HR7310, therefore we give
only one dispersion value.

4. HOW TO IMPROVE THE PHOTOMETRY?

There are several calibration issues which may play a role in
the minimap photometry:

1. Improve ERD � AAP data reduction

– Better de-glitching methods;
– Transient correction within each raster position;
– Drift correction (slow baseline variation which causes

error in the background determination);
– How to combine the two FCS measurements performed

before and after the minimap?;
– Subtraction of the by-passing skylight from FCS mea-

surements (del Burgo et al. 2002).

2. Improve point source flux extraction

– Better background determination, optimal selection of
raster positions used as background;

– Refinement of the FCS calibration curve;
– Methods the combine the photometry of the nine pixels;

The items listed above may have different impact on the fi-
nal photometry. In the following we test one of them, the tran-
sient correction within each raster position (see del Burgo et al.
2002).

5. PHOTOMETRY WITH OLP V10 +
DYNAMIC TRANSIENT CORRECTION

A new transient correction algorithm, not implemented in OLP
V10, was recently developed at MPIA and is available as IDL
code. This new method fits the temporal signal evolution within
a measurement on the basis of fits to a library of signal depen-
dent transient curves and predicts the signal at t = 128s (for
details see del Burgo et al. 2002). We processed the signals to
SRD level as in Sect. 3, applied the transient correction by run-
ning the IDL code and then continued with the processing to
AAP.

In Fig. 1, panels c and d, we present the transient corrected
data of the observations at ���!when the nine pixels are com-
bined. The standard deviation of the measurements at bright
level shows remarkable decrease (9%� 3%). At the faint level
the measurement error is practically unchanged (21.4 mJy). As
we can seen in Tab. 1. the dynamic transient correction could
not change noticeably the accuracy of the measurements at 90
and ����!. This phenomenon is due to the property of the
dynamic transient correction, which has a forcible effect in the
signal range of 1 - 5 V/s (del Burgo et al. 2002) and in the case
of these wavelengths fewer measurement of stars fall in this
signal range.

The transient correction did not cancel the systematic de-
viations from the predictions (see the two separate small win-
dows in Fig. 1c). The remaining trend at high level is probably
due to slight inaccuracies of the FCS heating power curve. The
offset-like deviation around zero is very likely related to the
signal drift in the minimap observation. As a future step correc-
tion algorithms for these two phenomena will be worked out.
The effect of these corrections will be measured in a similar
way as in the case of the transient correction, i.e. by changes in
the final photometry. Should a remaining trend still be present
an empirical fit and correction would be applied. Then all other
non-stellar minimap observations can be processed.

6. PHOTOMETRY WITH INDIVIDUAL PIXELS

So far we discussed results obtained by combining the fluxes
from the nine detector pixels. The investigation of the char-
acteristics of the individual pixels, however, may also be in-
teresting because it reveals the different photometric quality
of the pixels. Moreover the correction curves per pixel can be
used to evaluate other than minimap observations (e.g. irregu-
larly sampled maps) where the photometry relies on the central
pixel, Pix. 5 only. The results, summarized in Tab. 1, clearly
show that the behaviour of the nine pixels are different. Unfor-
tunately the central pixel, which plays a crucial role in other ob-
serving modes is not particularly good. The effect of transient
correction is most visible at high flux level where it reduces the
scatter around the main trend, especially in pixels 1, 5, 9.

7. CONCLUSIONS AND FUTURE PLANS

In this contribution we present a possible concept to improve
further the photometric accuracy of ISOPHOT data. The ba-
sic idea is to concentrate on well-defined homogeneous data
sets extracted from the Archive and carry out investigations fo-
cused on the specific calibration issues of the sample. The im-
provement of the photometric quality and that of the final error
are monitored by selecting and evaluating secondary standards
from the sample. The proposed general scheme is described in
the text.

In order to demonstrate the concept we collected all regular
minimap observations from the Archive. The 204 normal stars
in the sample were selected as secondary standards and their
354 measurements were used to test the OLP V10 photometry
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Table 1. Standard deviations of the observations from the main trend at 60, 90 and ��� �� using OLP V10 without/with dynamic transient
correction. At faint level the sigma values are expressed in mJy while at bright end in percentages of the predicted flux.

OLP10 OLP10 and dyn. transient correction

��(���	 ���(�+��	 ��(���	 ���(�+��	 ��(���		 ��(���	 ���(�+��	 ��(���	 ���(�+��	 ��(���		

[mJy] [%] [mJy] [%] [mJy] [mJy] [%] [mJy] [%] [mJy]

Combined pixels 22.2 8.97 20.1 4.87 18.6 21.5 3.1 19.4 5.3 17.9
Pixel 1 67.8 14.26 69.1 15.28 59.2 59.1 9.98 72.2 7.69 58.9
Pixel 2 57.1 8.78 45.8 7.3 42.9 56.8 6.37 46.2 9.75 41.1
Pixel 3 56.0 8.80 65.7 10.18 64.5 59.4 5.02 62.5 9.02 63.2
Pixel 4 67.2 4.18 55.5 7.03 54.2 67.9 4.35 57.8 8.88 50.9
Pixel 5 75.5 17.26 92.4 11.48 90.6 71.7 6.94 90.9 6.01 85.9
Pixel 6 102.2 10.62 75.7 17.28 173.1 105.5 9.45 77.6 16.05 170.0
Pixel 7 66.6 8.24 72.2 4.0 37.5 68.0 2.07 84.7 7.07 36.5
Pixel 8 38.1 14.81 44.2 5.75 44.7 38.0 5.91 44.0 4.27 42.2
Pixel 9 67.3 20.24 85.0 16.8 62.2 65.2 9.99 85.4 5.31 60.8

as well as the effect of the dynamic transient correction. With
OLP V10 processing systematic deviations from the predicted
fluxes became obvious. With the transient correction the trends
remain unchanged but the error at bright level was significantly
decreased.

The remaining trend in the residuals is probably due to drift
effect within the minimaps as well as to slight inaccuracies in
the FCS power curve. As a next step we plan to derive correc-
tions for these two effects. We will also investigate the possi-
bility to create individual, rather than average, error bars for the
photometry of the stars. After processing all minimap observa-
tions the re-analyzed data will be ingested to the ISO Archive
in the framework of the joint project of the Konkoly Observa-
tory and the ISO Data Centre.
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ABSTRACT

The development of the ISOPHOT pipeline has continued
at the UKIDC beyond V10 used to generate the ISO Data
Archive (IDA). A re-processing of selected subsets of ISOPHOT
observations has been carried out for bulk ingestion into the
IDA. These include all chopped PHT-S observations and the
mini-map observations with the PHT-C arrays. The improve-
ments to the algorithms are described and some results showing
the enhancements to the data products are presented.

Key words: astronomical data bases:ISO Data Archive – meth-
ods:data analysis – infrared:stars,galaxies

1. INTRODUCTION

The development of the ISOPHOT pipeline has progressed in
parallel with the calibration of the instrument and the quality
of the data products has improved significantly since the end
of ISO operations (Richards et al. 2002). The ISOPHOT com-
ponent of the ISO Data Archive (IDA) contains data products,
� ��� of which have been scientifically validated and a large
proportion can be used with little or no further reduction for
current astronomy research (Klaas et al. 2002).

Nevertheless, the IDA reflects the current state of the cal-
ibration and data processing at the beginning of 2001. In the
meantime further progress has been made with our understand-
ing of the detectors, their calibration and the data processing
algorithms. Some of these developments lend themselves to
automatic data processing and have been implemented in the
ISOPHOT pipeline which is currently being supported at the
UKIDC (as version PHTRP001). These developments have
yielded improvements in data products for two large parts of
the ISOPHOT database: the chopped PHT-S observations and
the PHT-C mini-maps, which together represent � �� of the
complete database.

A brief description is given of the algorithms and some of
the results are presented in comparison with models and the
IDA products.

2. PHT-S CHOPPED SPECTROSCOPY

2.1. METHOD

The chopped PHT-S spectra in the IDA were produced using
ramp deglitching and fitting to determine the on and off source

signals (in V/sec) (Laureijs et al. 2002). However, experience
with the data processing of chopped photometric measurements
using the PHT-P and PHT-C detectors, where the number of
readouts per integration ramp and the number of ramps per
chopper pointing (plateau) are small compared to staring ob-
servations, has shown that alternative algorithms are more ef-
fective in removing glitches from radiation hits ( Ábrahám et
al. 2002). Rather than determining the source signal from the
average of the signals obtained by fitting slopes to the ramps,
the pair-wise difference signals (i.e. signals derived from ad-
jacent detector readouts) were accumulated from all the ramps
on a chopper plateau from which an outlier-resistant average
was determined (using an implementation of an IDL proce-
dure from the Freudenreich AstroContrib Library). Having de-
termined the average signal in this way for a chopper plateau,
the processing of the chopper plateau averages is the same as
for OLP V10 as described in the ISO Handbook (Laureijs et
al. 2002).

2.2. RESULTS

A detailed comparison of 25 observations with the Auto-Ana-
lysis results from the IDA (OLP V10, Klaas & Richards 2002)
and model spectra has shown that the introduction of the outlier-
resistant mean of the pair-wise differences has resulted in
smoother continuum spectra. For calibration stars, the spectra
are closer to the model spectra and for the galaxy spectra, with
ground based spectra for comparison, the agreement is better
and faint lines (PAH features and atomic lines) are more promi-
nent. To demonstrate the improvements in the products, some
specific examples from the validation of the processing are de-
scribed below.

HR 6817 is one of two stars used to establish the Rela-
tive Spectral Response Function (RSRF) for chopped PHT-S
measurements. In Fig. 1, the top spectrum is the reprocessed
spectrum (labelled PHTRP001) from an observation executed
in triangular chopped mode, which shows excellent agreement
with the flux model (Hammersley et al. 1998). For comparison
the IDA spectrum (OLP 10) is shown below, which shows a
slight kink in the spectrum at � 	�m that does not appear in
the PHTRP001 spectrum. The lower plot shows the deviation
of the reprocessed spectrum from the model, the consistency
with the model is � ��� absolute.

NGC 1068 is the brightest galaxy observed in this observ-
ing mode and the PHT-SS spectrum (2-5�	) is above the sen-

Proceedings of the Symposium “Exploiting the ISO Data Archive - Infrared Astronomy in the Internet Age”,
24–27 June 2002, Sigüenza, Spain (C. Gry, S. B. Peschke, J. Matagne et al. eds., ESA SP-511)
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Figure 1. Comparison of the spectrum of HR 6817 obtained in PHT-
S triangular chopped mode with the flux model by Hammersley et
al. (1998). PHTRP001 spectrum (upper panel), OLP 10 spectrum
(middle panel), relative difference of PHTRP001 to the model (lower
panel).

sitivity limit (� � x �����W	���	��). In Fig. 2, the PH-
TRP001 spectrum (top) is smoother than the OLP 10 spectrum
(bottom) and there is very good agreement with ground based
observations (solid line - note that these measurements were
made with a smaller aperture than PHT-S, Roche et al. 1991).
The smoother spectrum makes the weak 6.2, 7.7 and 8.6�	
PAH features stand out. Also the line at 10.5�	 ([SIV]) and
the 11.3�m PAH feature now appear clearly above the contin-
uum.

For the galaxy NGC 5506, the emission in the PHT-SS part
is close to the detection limit. The PHTRP001 spectrum in
the PHT-SL part (Fig. 3 (top)), showing strong silicate absorp-
tion, is again smoother than the OLP 10 spectrum. The weak
PAH features at 6.2, 7.7 and 11.3�	 can now be clearly identi-
fied above the continuum and also a, previously obscured, faint
8.6�	 feature can be seen in the slope of the silicate feature.
The red shifted [SIV] line at 10.6�	 is clearly identified, as
in the ground-based 8 – 13�	 spectrum, and the red shifted

Figure 2. Comparison of the spectrum of NGC 1068 obtained in rect-
angular chopped mode (dots) with ground-based 8 – 13�� spec-
troscopy (solid line) by Roche et al. (1991) for both PHTRP001 (upper
panel) and OLP 10 (lower panel).

[ArII] and [ArIII] lines are now in evidence around 7 and 9�	
respectively.

3. PHT-C MINI-MAPS

3.1. METHOD

The PHT mini-map observing mode using the PHT-C arrays
has enabled accurate photometry to be performed on faint sour-
ces down to � ��mJy with the C100 array and� ���mJy with
the C200 array, using a method developed by Kiss (Klaas et
al. 2000) which processed the pipeline PCAS products from
these observations. This is a considerable improvement in the
photometric accuracy compared to that obtained from aperture
photometry on the PGAI image products and has been imple-
mented in the PHTRP001 version of the pipeline.

In a mini-map raster observation, each pixel of the PHT-C
array points at the source and surrounding background posi-
tions. The assumption is made that the measured flux per pixel
is the sum of a fraction of the source seen by the pixel (de-
termined from the footprint) plus a (constant) background flux.
For each pixel, a linear fit is made to the observed flux at a raster
position as a function of footprint fraction for that raster posi-
tion. This provides an estimate of the source flux (the slope)
and the background (the offset). The average values for the
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Figure 3. Comparison of the spectrum of NGC 5506 obtained in rect-
angular chopped mode (dots) with ground-based 8 – 13�� spec-
troscopy (solid line) by Roche et al. 1991 for both PHTRP001 (upper
panel) and OLP 10 (lower panel).

source flux and background over all pixels are then determined
using a bi-weight mean. The resulting source flux density and
background surface brightness are stored as keywords in the
PGAI header.

The fraction of the source seen by a pixel for a given offset
relative to the centre of the source has been determined by Lau-
reijs (1999). At present these footprint fractions only exist for
offsets given by the centre of the pixels relative to the centre of
the array, that is fractions do not exist for pixels centred a frac-
tion of a pixel width from the centre. Therefore mini-maps have
only been reprocessed if steps between raster pointings are a
pixel width, that is ���� for C100 and ���� for C200. Also the
footprint fractions are those derived assuming a point source,
so, to obtain the actual flux density for an extended source, the
footprint fractions would have to be modified accordingly.

3.2. RESULTS

Mini-map observations of the calibration star HR 1654 were
executed for all C100 filters and three out of the five C200 fil-
ters. Fig. 4 shows a comparison between the photometry from
the processing with the Kiss IDL procedures used to evaluate

the IDA (OLP 10) products (top) and the flux densities from
the pipeline algorithm (PHTRP001) in the PGAI headers (bot-
tom). The model spectrum of Cohen et al. (1996) is also shown
as a solid line. The numerical values are also given in Table 1.
(Note that all flux densities have been colour corrected assum-
ing a black body with T = 4000 K.)

Figure 4. Comparison of PHT-C mini-map photometry with the model
spectrum (plus extension out to 300 ��) of HR 1654 provided by M.
Cohen and with IRAS photometry for OLP 10 (upper panel) and PH-
TRP001 (lower panel). All photometric points are color corrected
for a 4000 K BB. The meaning of the symbols is the following: solid
line: model, asterisk: IRAS, triangle: PHT-C100 (P22 AOT), diamond:
PHT-C200 (P22 AOT).

From Table 1 it can be seen that the C100 absolute pho-
tometric accuracy for the pipeline (PHTRP001) products are
� ��% for all filters and � ��% for the three C200 filters,
being � �% at 120 and 150�	.

The implementation in the ISOPHOT pipeline assumes a
point source, so if the source is extended the footprint factors
will not apply. HD 216956 (Formalhaut) is a star with extended
emission in the FIR associated with a circumstellar disk. The
top row (C1) in Table 2 gives the 60�	 flux densities from
the IDA (OLP 10) and the PHTRP001 products which are in
very good agreement, but well below the IRAS and model flux
densities. However, if a ���� Gaussian footprint is used instead
to account for the Formalhaut disk, the 60�	 flux increases to
the value in row C1e which is more consistent with the IRAS
photometry.
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Table 1. HR1654 - comparison of the flux densities from the IDA PCAS
product (OLP 10) and the PHTRP001 (RP001) processing. � gives
the relative deviation from the model in %.

Det cwl (��) OLP 10 RP001 Model � (RP001)

C1 60.0 1.682 1.736 1.610 7.82
C1 65.0 1.391 1.417 1.372 3.28
C1 80.0 0.924 0.932 0.903 3.18
C1 90.0 0.770 0.774 0.713 8.66
C1 100.0 0.630 0.629 0.576 9.22
C1 105.0 0.588 0.540 0.522 3.40
C2 120.0 0.342 0.382 0.399 -4.26
C2 150.0 0.258 0.257 0.254 1.09
C2 170.0 0.169 0.174 0.197 -11.61

Table 2. HD216956 - comparison of the flux densities from the IDA
PCAS product (OLP 10) and the PHTRP001 (RP001) processing. The
IRAS 60�� flux is 10.576Jy. � gives the relative deviation from the
model in %.

Det cwl (��) OLP 10 RP001 Model � (RP001)

C1 60.0 7.449 7.643 12.035 -36.49
C1e 60.0 8.866 – 12.035 –

4. CONCLUSIONS

4.1. PHT-S CHOPPED SPECTROSCOPY

The introduction of the bi-weight mean of the pair-wise dif-
ference signals has resulted in smoother spectra giving better
agreement with the model stellar spectra, and improving further
on the �10% absolute accuracy achieved for the IDA products.
The reduction of noise due to glitches in the continuum pro-
vides more reliable identification of weak PAH features and
atomic lines (e.g. NGC1068).

4.2. PHT-C MINI-MAPS

For mini-maps, the flux densities can now be read directly from
the PGAI product header and need not be reconstructed from
the raster. A full analysis of many observations, comparing the
results with model spectra and IRAS flux densities, has con-
firmed the OLP V10 calibration accuracies and has led to the
following conclusions:

– C100 photometry gives reliable photometry (� 30 %) down
to fluxes as low as 50 mJy. However, this may depend on
the cirrus confusion level, and hence the absolute surface
brightness.

– C200 photometry appears to become unreliable below a
flux level of 100 mJy. The absolute level may depend on
the actual cirrus confusion noise of the field.

– For extended sources, the point source PSF factors used for
flux reconstruction will result in flux densities which are
lower than the actual values.
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ABSTRACT

During the ISO mission, the ISOPHOT instrument has col-
lected more than 1100 observations in oversampled mapping
mode (AOT PHT32) in the wavelength range of 45 to 240 mi-
crons. The observations comprise mapping of small and large
extended regions, but also faint point sources. PHT32 observa-
tions are affected by strong signal transients due to flux changes
generated by the relatively fast chopper movement. A program
described by Tuffs & Gabriel (2002), was developed to cor-
rect for these effects. It was integrated in the ISOPHOT In-
teractive Analysis (PIA) via a graphical user interface (GUI),
so that most aspects of the processing can be addressed in a
coherent and user friendly environment. The resulting pack-
age “P32Tools” was introduced to the user community at three
hands-on workshops on PHT32 processing held in spring 2001.
The hands-on experience from these workshops lead to further
improvements. Here we present an overview of the functional-
ities of the final release of this new software.

Key words: ISO – data reduction

1. INTRODUCTION

Most of the P32 data cannot be satisfactorily reduced in a stan-
dard fashion because detector transients affect all readouts as
a result of the relatively short durations of individual chopper
steps. As described by Tuffs & Gabriel (2002), a dedicated al-
gorithm has been developed for correction. The program uses
all the readouts to estimate corrected signals by iteratively fit-
ting a detector transient model. The model is fairly complex,
involving a dozen tunable parameters per detector pixel. To
“hide” much of this complexity from the user, while giving him
the necessary control over the data reduction, a graphical user
interface has been developed (Lu et al. 2002a). Both parts to-
gether form a software package called P32Tools, that is run as
ad-don to the PHOT Interactive Analysis (PIA) (Gabriel et al.
1997).

There are 5 main steps to follow in using P32Tools: i) input
of an Edited Raw Data (ERD) measurement into the P32Tools
data buffer, ii) data structure initialization, iii) working with
the Main P32 Processing window where maps can be exam-
ined and all-pixel transient model fits are initiated, iv) entering
the Inspect Single Pixel window to examine more closely the

time line of an individual detector pixel or fine-tune the tran-
sient model, and finally v) output the transient-removed data
to PIA or construct a final map and save it to a FITS file. In
the following, we highlight some of the most useful features
at each of these steps. More information can be found in the
on-line help facility of the interface and in the proceedings
of the “ISOPHOT Workshop on P32 Oversampled Mapping”
Feb/Mar 2001, Villafranca, Spain & Pasadena, USA, (ESA SP-
482) eds. B. Schulz, N. Lu & S.B. Peschke. The final version
2.0 of P32Tools can be downloaded via the PIA homepage at:
http://www.iso.vilspa.esa.es/manuals/PHT/pia/-

pia.html,
either separately or packaged together with PIA.

2. DATA INPUT

P32Tools expects the measurement to be already loaded into
the ERD buffer of PIA. As a further preparation, the accompa-
nying FCS measurements should already be processed to SCP
level according to standard rules before starting the program.
Otherwise default responsivities will be used for map making
and display (see Gabriel et al. 1997 and Laureijs et al. 2001).
P32Tools can be started either by a menu button if you are run-
ning PIA V10 or above, or by typing pia�erd2map at the
IDL prompt within your PIA session. This pops up a Measure-
ment Selection dialog.

3. INITIALIZATION

After the file selection, the Data Initialization Op-
tions window is presented. Along with some information
about the measurement, it offers three options that, however,
should be left in their default positions, unless for special in-
vestigations/debugging. Accepting these selections with the OK
button starts the initialization of the internal data structures, in-
cluding construction of natural grids and first-stage deglitching
as described by Tuffs & Gabriel (2002).

4. THE MAIN P32 WINDOW

The initialization ends with the appearance of the Main P32
Processing window as shown in Fig. 1. Parameters identify-
ing the measurement are displayed at the top. The SHOW sec-
tion below allows to display contour maps of individual detec-
tor pixels (Pixel Map), the “natural grid” (Grid), the con-
tents of FITS-header (Header), and compact status file (Com.
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Status), and a map (Display Map) according to the op-
tions specified in the Map Display Options window (Fig. 2).
The window is accessed by a button of the same name. The op-
tions include if and how flux calibration should be done, if data
between satellite slews should be included, which pixels should
be combined and whether a flat fielding correction is required 1.

Figure 1. An illustration of the Main P32 Processing window.

In the following section of the Main P32 Processing win-
dow, a few basic parameters for the transient modeling algo-
rithm are set. These determine i) how the uncertainties are cal-
culated that are used for the model fit, ii) how and whether the
data during slews between raster points are used and iii) the
number of iterations allowed for the determination of the start
conditions and generally for the model fit. The three buttons at
the bottom of this section enable the management of entire sets
of model parameters, i.e. to Save to File, Load from
File, or Reset to Default the 12 parameters that exist
for each detector pixel. Working on the parameters of individ-
ual detector pixels requires to enter the Inspect Single Pixel
dialog (see Sect. 5) via the corresponding button in the section
below.

Here a couple of further action buttons are grouped to-
gether:

1 Note that these options affect the display only. The underlying
data buffer, which may be exported to PIA, is kept in units of V/s
without having the signal linearization correction applied.

Figure 2. An illustration of the Map Display Option window.

The button Calculate on All Pixels fits the tran-
sient model with its current parameter settings to the data of
each detector pixel. This procedure is typically one of the first
activities after loading the data.

After the measurement has been inspected and has been
worked on via the neighboring Inspect Single Pixel button,
one may want to choose to break the fitting process into certain
ranges of data in a preprogrammed way. This is done via the
Custom Processing dialog and is useful to circumvent a
limitation of the model, which results in excessive memory ef-
fects after strong changes from high to low flux. This condition
typically arises with strong point sources at the centre.

With Save/Restore the entire data buffer can be stored
on disk or loaded back into memory. This feature is particularly
useful for processing data in separate parts, for instance pixel
by pixel. Then backup copies of the different reduction stages
can be made in case of a software problem along the way. It
is also useful for exploring several flavors of processing using
a common starting point. It should be noted that for technical
reasons, saving data does not save as much time as could be as-
sumed. Once having closed the Main P32 Processing window,
the original measurement must be loaded and initialized again,
before the saved version can be restored.

The Display Map button leads to the same map as de-
scribed in Sect. 4. Instead of deriving the map in this way,
the data can be exported back to the SCP buffer of PIA (see
Sect. 6), using Export Results to PIA/SCP.

5. INSPECT INDIVIDUAL PIXELS

5.1. THE INSPECT SIGNALS PER PIXEL

The Inspect Signals per Pixel window shown in Fig. 3 pro-
vides a facility to visualize the results of a fit more closely,
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Figure 3. An illustration of the Inspect Signals per Pixel window.

working on one pixel at a time. It allows for further data clean-
ing (e.g., deglitching, see Sect. 5.3) and manual or automatic
tweaking of detector parameters (see Schulz et al. 2002 for ex-
amples on self calibration).

Selection of a pixel is facilitated by a sliding bar near the
top of the window. The Deglitch button on the right leads to
a corresponding dialog, which is covered in Sect. 5.3. This is
typically one of the first activities after starting to work on in-
dividual pixels.

The data sequence (or time line) of the selected pixel can be
displayed by clicking the Display Signal button. The data
sequence can also be displayed after being rebinned per inte-
gration ramp (per ramp) or per chopper step (per chop-
per). Some rebinning is useful if the data are noisy or the num-
ber of data points slows down the display. Note that rebinning
is done using only valid data points.

The transient model parameters for the selected detector
pixel are displayed as a matrix of 4 rows by 3 columns. These
parameters are defined in Tuffs & Gabriel (2002). Each param-
eter is associated with a free flag. If none is set, the Re-
calculate Parameters button at the bottom of the win-
dow just fits the transient model to the detector signal. If at least
one free flag is checked, the so-called self calibration mode is
entered. Here the selected parameters together with the mod-
eled signal are varied to give the best fit to the detector data.
If parameter fitting does not converge, the two buttons below
the parameter matrix provide a shortcut to reset the parameters
to the values presently in the main P32 window (Reset) or to
their default values (Reset to Defaults). Note that the
buttons act only on the detector pixel currently selected.

A working data range is specified by indicating the start
and end points within the raster in two fields further down
(Select from raster / to raster) This range de-
termines which data are displayed or acted upon by the de-
glitcher and the fitting process.The total number of available
raster points is shown on the left between curly brackets.

Figure 4. Display of a pixel data sequence with the option of rebinning
per chopper step.

A Full Range self calibration fits the transient model to
all signals in the sequence of raster points. This can be very
time consuming. A considerable shortening of processing time
is achieved by limiting the data range to one raster point only
and averaging all signals measured at the same chopper po-
sition. In this mode, the model is fitted to the few remaining
data points, which are interpreted as the average reaction of
the detector signal to the sequence of fluxes seen during each
chopper sweep. This self calibration mode is selected via the
Composite button. For both options, the Re-calculate
Parameters button triggers the fitting process.

Finally, the Accept button closes the Inspect Single Pixel
dialog and updates the signal and parameter buffers of the Main
P32 Processing window. No matter how many pixels have been
worked on, upon accepting, the buffers of all pixels are up-
dated. The Close button leaves the Inspect Single Pixel win-
dow without updating the parameters in the Main P32 Pro-
cessing window. However, the dialog can only be closed after
turning off any free flags.
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5.2. SIGNAL DISPLAY

Fig. 4 shows how the display of a single pixel signal appears.
Data points taken at a raster position are shown in red and those
taken during telescope slews in blue. Without rebinning, any
de-selected data points would show as yellow dots. Evenly-
spaced dotted vertical lines in the plot mark the beginning of
a chopper sweep. For convenience the same display facility is
used, as in PIA, allowing to easily zoom for closer inspection
(see PIA Users Manual).

5.3. DEGLITCHING

Fig. 5 shows the dialog appearing upon pressing the Deglitch
button in the Inspect Single Pixel window. The appearance is
similar to the standard signal display. Valid signals are shown
as red squares, while de-selected data show as yellow crosses.
Dotted vertical lines indicate the beginning of a chopper sweep
and valid slew data points are marked in blue. On the top-
right corner of the window are a number of quick navigation
and scaling buttons. There are also several display options for
the data points. The Manual Deglitching buttons allow to de-
select and re-select data points using the mouse pointer. This is
useful after running the automatic deglitcher described below,
to weed out any “stubborn”glitches that were not caught.

The fields along the bottom row of the window contain pa-
rameter values for the automatic deglitcher, that are described
in detail by Peschke & Tuffs (2002). The Deglitch button
runs the algorithm, which leads to an update of the display.
It is important to note that any further run of the algorithm
starts again with the initial dataset that is present when the dia-
log is started and also discards any manual de-selections. Only
leaving the dialog via EXIT commits the changes to the main
buffer. Leaving via Quit discards them.

Figure 5. An illustration of the deglitching window where a manual
deglitcher and an auto deglitcher are available.

6. SAVING RESULTS AND DATA OUTPUT

Once a satisfactory model fit has been found for all pixels, a
map can be generated directly by P32Tools via the Display
Map button. The process uses the options set in the Map Dis-
play Options dialog (see Sect. 4). To make use of the larger
number of options to produce maps in PIA and further pro-
cessing possibilities (e.g. the IMAP tool at SPD level, Lu et al.
2002b), the deglitched and transient-corrected data can be ex-
ported to the SCP buffer of PIA using the Export Results
to PIA/SCP button.
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ABSTRACT

The “P32” Astronomical Observation Template (AOT) pro-
vided a means to map large areas of sky (up to 45�45 arcmin)
in the FIR at high redundancy and with sampling close to the
Nyquist limit using the ISOPHOT C100 (3�3) and C200 (2�2)
detector arrays on board ISO. However, the transient response
behaviour of the Ga:Ge detectors, if uncorrected, can lead to
severe systematic photometric errors and distortions of source
morphology on maps. Here we demonstrate the photometric
and imaging performance of an algorithm which can success-
fully correct for transient response artifacts in P32 observa-
tions.

Key words: ISO

1. INTRODUCTION

From the point of view of signal processing and photometry
diffraction-limited mapping in the FIR with cryogenic space
observatories equipped with photoconductor detectors poses a
particular challenge. In this wavelength regime the number of
pixels in detector arrays is limited in comparison with that in
mid- and near-IR detectors. This means that more repointings
are needed to map structures spanning a given number of res-
olution elements. Due to the logistical constraints imposed by
the limited operational lifetime of a cryogenic mission, this in-
evitably leads to the problem that the time scale for modulation
of illumination on the detector pixels becomes smaller than the
characteristic transient response timescale of the detectors to
steps in illumination. The latter timescale can reach minutes.

Unless corrected for, the transient response behaviour of
the detectors will lead to distortions in images, as well as to
systematic errors in the photometry of discrete sources appear-
ing on the maps. In general, these artifacts become more se-
vere and more difficult to correct for at fainter levels of illu-
mination, since the transient response timescales increase with
decreasing illumination. Compared to the IRAS detectors, the
ISOPHOT-C detectors (Lemke et al. 1996) on board the In-
frared Space Observatory (ISO; Kessler et al. 1996) had rela-
tively small pixels designed to provide near diffraction limiting
imaging. ISOPHOT thus generally encountered larger contrasts
in illumination between source and background than IRAS did,
making the artifacts from the transient response more promi-
nent, particularly for fields with faint backgrounds.

A further difficulty specific to mapping in the FIR with ISO
was that, unlike IRAS, the satellite had no possibility to cover
a target field in a controlled raster slew mode. This limited
the field size that could be mapped using the spacecraft raster
pointing mode alone, since the minimum time interval between
the satellite fine pointings used in this mode was around 8 s.
This often greatly exceeded the nominal exposure time needed
to reach a required level of sensitivity (or even for many fields
the confusion limit). Furthermore, the angular sampling and re-
dundancy achievable using the fine pointing mode in the avail-
able time was often quite limited, so that compromises some-
times had to be made to adequately extend the map onto the
background.

A specific operational mode for ISO - the “P32” Astro-
nomical Observation Template (AOT) - was developed for the
ISOPHOT instrument to alleviate these effects (Heinrichsen
et al. 1997). This mode employed a combination of standard
spacecraft repointings and rapid oversampled scans using the
focal plane chopper. The technique could achieve a Nyquist
sampling on map areas of sky ranging up to 45�45 arcmin in
extent (ca. 70�70 FWHM resolution elements) on timescales
of no more than a few hours. In addition to mapping large
sources, the P32 AOT was extensively used to observe very
faint compact sources where the improved sky sampling and
redundancy alleviated the effects of confusion and glitching.

In all, over 6� of the observing time of ISO was devoted to
P32 observations during the 1995-1998 mission, but the mode
could not until now be fully exploited scientifically due to the
lack of a means of correcting for the complex non-linear re-
sponse behaviour of the Ge:Ga detectors. Here we describe the
photometric performance of a new algorithm which can suc-
cessfully correct for the transient response artifacts in P32 ob-
servations. This algorithm forms the kernel of the “P32TOOLS”
package, which is now publically available as part of the ISO-
PHOT Interactive Analysis package PIA (Gabriel et. al 1997;
Gabriel & Acosta-Pulido 1999). The user interface of P32-
TOOLS and its integration into PIA is described by Lu et al.
(2002) and by Schulz et al. (2002a, 2002b). Information on the
algorithm itself, as well as the first scientific applications, can
be found in Tuffs et al. (2002) and Tuffs & Gabriel (2002).

2. PHOTOMETRIC PERFORMANCE

In general the corrections in integrated flux densities made by
the algorithm depend on the source brightness, structure, the
source/background ratio, and the dwell time on each chopper

Proceedings of the Symposium “Exploiting the ISO Data Archive - Infrared Astronomy in the Internet Age”,
24–27 June 2002, Sigüenza, Spain (C. Gry, S. B. Peschke, J. Matagne et al. eds., ESA SP-511)
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Figure 1. The measured integrated flux densities of the faint standard
star HR 1654 plotted against the predicted flux densities from a stellar
model. The observations were done in various filters using the C100
detector. The photometry derived with and without processing with
P32TOOLS is shown with stars and crosses, respectively.

plateau. The largest corrections are for bright point sources on
faint backgrounds.

Here we give as an example results achieved for the faint
standard star HR 1654. This source was not used in the determi-
nation of the detector model parameters, so it constitutes a test
of the photometric performance of ISOPHOT in its P32 observ-
ing mode. The derived integrated flux densities, with and with-
out correction for the transient response behaviour of the C100
detector, were compared in Fig. 1 with predicted flux densities

Figure 2. Integrated and colour-corrected flux densities of Virgo clus-
ter galaxies measured in the ISO C100 filter versus the correspond-
ing flux densities measured by IRAS in its 100 �� band (taken from
Fig. 7 of Tuffs et al. 2002). The dotted line represents the relation
ISO/IRAS=0.82.

from a stellar model. The corrected photometry is in reasonable
agreement with the theoretical predictions. As expected, there
is a trend for observations with larger detector illuminations to
have larger corrections in integrated photometry.

A good linear correlation is also seen between integrated
flux densities of Virgo cluster galaxies (Tuffs et al. 2002), de-
rived from P32 ISOPHOT observations processed using the
P32TOOLS algorithm, and flux densities from the IRAS sur-
vey (Fig. 2). The interpretation of these measurements con-
stitutes the first science application (Popescu et al. 2002) of
P32TOOLS algorithm. The ISOPHOT observations of Virgo
cluster galaxies were furthermore used to derive the ratios of
fluxes measured by ISO to those measured by IRAS. The ISO/-
IRAS ratios were found to be 0.95 and 0.82 at 60 and 100 �!,
respectively, after scaling the ISOPHOT measurements onto
the COBE-DIRBE flux scale (Tuffs et al. 2002).

Figure 3. Brightness profiles along the Y spacecraft direction through
the standard star HR 1654 at 100 ��. The solid line represents the
brightness profile obtained after processing with P32TOOLS, while
the dotted line shows the profile derived from identically processed
data, but without correction for the transient response of the detector.

Fig. 3 shows an example of a brightness profile through
HR 1654 at 100 �!, for data processed with and without the
responsivity correction. Some 95� of the flux density has been
recovered by P32TOOLS. Without the correction, some 30� of
the integrated emission is missing and the signal only reaches
50� of the peak illumination. The local minimum near 60 arc-
sec in the Y offset is a typical hook response artifact, where the
algorithm has overshot the true solution. This happens for rapid
chopper sweeps passing through the beam kernel. This is a fun-
damental limitation of the detector model, which, as described
in Sect. 3.1, does not correctly reproduce the hook response on
timescales of up to a few seconds. This problem is particularly
apparent for downwards illumination steps. The only effective
antidote is to mask the solution immediately following a transi-
tion through a bright source peak. Another effect of the inabil-
ity to model the hook response is that the beam profile becomes
somewhat distorted.

This also has the consequence, that for observations of bright
sources, the measured FWHM can become narrower than for
the true point spread function, as predicted from the telescope
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Figure 4. Top: Contour map of Ceres in the C105 filter after respon-
sivity drift correction. 50 linear contours have been plotted between
33 and 2519 MJy/sr. Measured integrated flux density after back-
ground subtraction is ��
� Jy	 �
� Jy (random) 	 �� (systematic).
The actual flux density of this standard calibrator (from a stellar
model) is 109 Jy. Bottom: Contour map of Ceres in the C105 filter
without correction for the transient response behaviour of the de-
tector. 50 linear contours have been plotted between 11.5 and 334
MJy/sr. Measured integrated flux density after background subtraction
is ��
� Jy	 �
�� Jy (random) 	 �� (systematic)

Figure 5. The interacting galaxy pair kpg 347 observed in the C200
filter. Top: after processing with P32TOOLS, Bottom: with identical
processing, except that the correction for the transient response be-
haviour of the detector has been omitted.

optics and pixel footprint. An example of an extremely bright
point source showing this effect is given in Fig. 4, depicting
maps of Ceres in the C105 filter, respectively made without
and with the correction for the transient response of the C100
detector.

Despite the limitations due to the lack of a proper modelling
of the hook response, the algorithm can effectively correct for
artifacts associated with the transient response on timescales
from a few seconds to a few minutes. This is illustrated in
Fig. 5 by the maps of the interacting galaxy pair KPG 347 in
the C200 filter (again, after and before correction for the tran-
sient response of the detector, respectively). The uncorrected
map shows a spurious elongation in the direction of the space-
craft Y coordinate, which is almost completely absent in the
corrected map. If uncorrected, such artifacts could lead to false
conclusions about the brightness of FIR emission in the outer
regions of resolved sources. Also visible in the corrected map
is a trace of a beam sidelobe.

Figure 6. A �� � �� arcmin field containing the galaxy M101, as
mapped in the C100 filter, after processing with P32TOOLS. The map
sampling is �	� �� arcsec.

The image of M 101 in Fig. 6, made using the C100 detec-
tor with the C100 filter, is given as a state of the art example
of what can be achieved with a careful interactive processing
of P32 data using P32TOOLS. In addition to the transient re-
sponse corrections and a masking of residual hook response ar-
tifacts, a time dependent flat field has been applied. The spiral
structure of the galaxy, with embedded HII region complexes
and a component of diffuse interarm emission can clearly be
seen.
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