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Alain Omont Obs. Grenoble Guaranteed time programme
Renato Orfei IFSI DPU electronic design, development management,

Guaranteed time programme
Glenn Orton JPL Scientific consultant
Francesco Palla Obs. Arcetri Scientific consultant
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7.2.4.5 LLER: LWS long-wavelength Fabry-Pérot ERD file . . . . . . . . . . . . 138
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Chapter 1

Introduction

1.1 Purpose

The LWS Handbook is one in a series of five1 documents that explain the operations of the Infrared Space
Observatory (ISO) and its four instruments, the data received from the instruments and the processing
carried out on the data. Volume I gives an overview of the entire ISO mission and it explains the
operations of the ISO satellite while the remaining four explain the individual instruments (CAM, LWS,
PHT and SWS). The LWS document is intended to provide all information necessary to understand
the offered LWS standard data products, as processed by Version 10 of the Off-Line Processing (OLP)
system, retrievable from the Legacy ISO Data Archive (IDA) at:

http://www.iso.vilspa.esa.es/

Therefore, it gives a full description of the instrument, the automatic processing pipeline, the calibration
steps applied and the data products. In order to further reduce data through interactive analysis there
are two software packages available with reduction tools written in IDL. Links to these are provided in
Chapter 8.
This volume of the ISO Handbook serves as the reference for both the processing as well as the correct
interpretation of LWS data as available from the ISO Data Archive.

1.2 Structure

Users who have not previously worked with LWS data should use Chapter 8 as an entry point to this
document as this chapter gives information on how to retrieve LWS data from the ISO Data Archive
and what the standard data reduction recipes are. New users should refer to the observing modes in
Chapter 3 and they may also wish to gain an overview of the LWS product file types given in Chapter 7.
Chapters 2 and 4 give background information on the instrument design and data processing, for
those users who want to gain a deeper knowledge of the instrument and the data processing, e.g. while
troubleshooting specific problems within their data. The calibration is detailed in Chapter 5 and typical
accuracies are given in section 5.1. Chapter 6 contains a description of all known problems that can
occur with LWS data and this chapter should be an entry point for experienced users.

1.3 How to Contact Us

To supplement this handbook, LWS experts can be contacted at the ESA ISO Data Centre in VILSPA:
1Originally six documents were planned with Volume I on the ISO Mission and II on the ISO Satellite but both have

now been merged in Volume I in Version 2.0.

1
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http://www.iso.vilspa.esa.es/ → ISO Explanatory Library → LWS

or at the LWS UK Data Centre:
http://jackal.bnsc.rl.ac.uk/isouk/

Any question regarding LWS data products or their interactive analysis can be addressed by e-mail to:

helpdesk@iso.vilspa.esa.es.

1.4 LWS Publications

1.4.1 Acknowledgements and guidelines

Any paper published based on ISO data should contain the following text, as a footnote to the title.
Based on observations with ISO, an ESA project with instruments funded by ESA Member States (es-
pecially the PI countries: France, Germany, the Netherlands and the United Kingdom) and with the
participation of ISAS and NASA.

Should the journal in question not permit footnotes to the title, the above text should appear as a footnote
the first time ISO is mentioned.
The preferred reference for the ISO mission is:
The Infrared Space Observatory (ISO) mission, Kessler, M.F. et al. 1996, A & A 315, L27

Any paper published based on LWS data should acknowledge the instrument with the following reference:
The ISO Long-Wavelength Spectrometer, Clegg, P.E. et al 1996, A&A 315, L38

If you have used the LWS Interactive Analysis (LIA) to reduce your LWS data please write in the
acknowledgments:
LIA is a joint developement of the ISO-LWS Instrument Team at Rutherford Appleton Laboratories (RAL,
UK - the PI Institute) and the Infrared Processing and Analysis Centre (IPAC/Caltech, USA).

If you have used the ISO Spectral Analysis Package (ISAP) to reduce your LWS or SWS data please
write in the acknowledgements:
The ISO Spectral Analysis Package (ISAP) is a joint development by the LWS and SWS Instrument
Teams and Data Centres. Contributing institutes are CESR, IAS, IPAC, MPE, RAL and SRON.

1.4.2 Inventory of ISO publications

In order to offer a complete bibliographic information to the ISO Data Archive users, we try to keep track
of all publications involving ISO data, and of all observations used for these publications. As a result,
in IDA next to any selected observation, the button ‘Articles’ provides the references of the publications
involving this particular observation and a link to their Astrophysics Data System (ADS) entry2. Your
contribution in this matter can greatly help keeping an information as comprehensive as possible and we
therefore ask you to kindly provide the following information for each of your publications:
- complete reference of the article (or preprint)
- list of TDT numbers and instrument modes of the observations that you have exploited for the publi-
cation.

2http://adswww.harvard.edu/
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You can send the information either by e-mail to:
helpdesk@iso.vilspa.esa.es

or by normal mail to:
ISO Project Scientist
(ISO Preprints)
ESA Satellite Tracking Station
Villafranca del Castillo
P.O. Box 50727
28080 Madrid
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Chapter 2

Instrument Overview

2.1 Introduction

The Long Wavelength Spectrometer (LWS, Clegg et al. 1996, [9]) was one of the four instruments on
board the Infrared Space Observatory which operated between November 1995 and April 1998. The
LWS covered the spectral range between 43 and 197µm at medium (∆λ/λ∼ 150–200) resolution using
a diffraction grating and at high resolution (∆λ/λ∼ 6800–9700) with either of the two Fabry-Pérots
additionally placed in the beam. ISO was operated as an observatory and LWS users had the option of
using any combination of four observing modes defined as standard astronomical observation templates
(AOTs). These consisted of wavelength range scanning or line scanning, using either the grating alone
or with the Fabry-Pérot. A sub-mode of the grating line scanning mode where the grating did not move
from the rest position was also defined for narrow-band photometry. The LWS was equipped with ten
photoconductive detectors overlapping in wavelength range, five operating in second order and five in first
order. A Ge:Be detector was used for the shortest wavelength range (43–51µm), five Ge:Ga detectors for
the 50–121µm range and four stressed Ge:Ga detectors for the longest wavelength range (108–197µm).

2.2 Overall Design

The LWS consisted of three main components, the focal plane unit (FPU), operating at liquid-helium
temperatures, and two warm units: the analogue processing unit (APU), which was driving the various
mechanisms and powering the detectors in the FPU, as well as processing the resulting signals, and the
digital processing unit (DPU), which commanded the LWS via the APU and interfaces with the spacecraft
computer.
The FPU itself consisted of three main subsystems: the optical subsystem, the detector subsystem and the
Fabry-Pérot subsystem. The optical subsystem comprised a collimator, a grating, and re-focusing optics
which fed the detector subsystem. The Fabry-Pérot subsystem, which was situated in the parallel part of
the beam, consisted of a Fabry-Pérot wheel carrying two Fabry-Pérot interferometers. The wheel could be
set in any of four positions: in one of these, the beam passed through the subsystem unhampered whilst
in another, the beam was completely obscured. In the remaining two positions, one or other Fabry-Pérot
was placed in the beam and modulated it spectrally.

2.3 The LWS Optics

Radiation from an astronomical source entered the ISO telescope, which was a 60 cm diameter (D)
Ritchey-Chrétien system with an overall focal ratio of f/15 (Ft/D, where Ft is the effective telescope

5
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focal length). The telescope plate scale is given by 1/Ft and is 22.9′′/mm; i.e. an object of 22.9′′ on the
sky had a linear size of 1mm in the focal plane of the telescope. The radiation was divided into four
beams, one for each ISO instrument, by a pyramidal mirror near the Cassegrain focus. Figure 2.1 shows
the path radiation took through the LWS, superimposed on a photograph of the instrument taken before
the integration of the Fabry-Pérot subsystem. After entering the LWS it was reflected from Mirror 1 onto
Mirror 2, which was coincident with the telescope focus. The size of Mirror 2 thus precisely defined the
Field of View (FOV) on the sky for the LWS. At these extreme infrared wavelengths the spatial resolution
of the ISO telescope was completely determined by diffraction, with an achievable spatial resolution of
∼83′′ (θ = 1.22 λ/D) at the longest wavelength (λ). Although this lowers with decreasing wavelength,
the LWS was designed to detect this longest wavelength with reasonable efficiency yet have a nearly
constant FOV on the sky. A study of the intensity received from a point source as a function of the focal
plane aperture size by Duncan 1983, [14] showed that the diameter of the central Airy diffraction disc
(d = 2.44 λ(Ft/D)) can be reduced to about 65% before significant losses occur. Note that the energy
within the central spot of the Airy disc is 84%, whilst Figure 5 of Duncan 1983, [14] shows that this only
reduces to ∼72% with an iris set to 0.65 of the Airy disc diameter. For the longest LWS wavelength this
gave a diameter of d = 4.65mm (d = 0.65 × 2.44 λ(Ft/D)), which was the criterion used to set the size
of Mirror 2. The maximum geometrical FOV for the LWS was given by d × 1/Ft ∼106′′.

Figure 2.1: Photograph of the LWS with an overlay of the optical path (note the FP wheel is not shown)
by S. Adams (QMW).

In practice the beam size was determined by the aperture size at the detector feed horn entrance which
also determined the spectral resolution achievable. This will be addressed again in the next section which
describes the grating. This unavoidable linkage between the spectral and spatial performance of the LWS
makes it a particularly difficult instrument to understand and hence its output data products are also
difficult to interpret. To further confuse these issues, internal stops and diffraction losses within the
instrument also modify the FOV. The beam size on the sky, while in-flight, was ∼80′′ (see Section 5.9).
This was measured by scanning a point source across the FOV in-flight.



2.3. THE LWS OPTICS 7

Unfortunately Mirror 2 was stepped, as shown in Figure 2.2, with a much larger diameter annular surface
parallel to the mirror surface. The intention was that this surface should have been black, to absorb all of
the straylight from around the target source. The blackening method chosen was to anodise this annular
ring with nickel dye to a thickness of 55µm, which proved not to be efficient enough at long wavelengths
(see Ungar et al. 1990, [44] for a study of black paints for ISO). The step, h, between the front and
annular planes was ∼1.5mm, so in effect, at the longer wavelengths, radiation from sources extended
with respect to the beam (or non-centred point sources) would partly reflect off the annular surface and
interfere with that from the desired path from the front of Mirror 2. This interference is seen as fringing
in the spectra as described in Section 6.2.

h

Figure 2.2: The unintentionally stepped Mirror 2. Dashed lines show the undesired optical path with
consequent phase delay ∼2 h.

Figure 2.3: The LWS (photographed by S. Adams, QMW)
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Following reflection from Mirror 2, the radiation then met Mirrors 3 and 4, which made a powered reverse
Cassegrain that collimated the beam. The collimator focal length (500mm) was necessarily large to reduce
the angular spread of the parallel beam, which limited the attainable resolution of the Fabry-Pérot (the
Fabry-Pérot Spectrometers are discussed in Section 2.5). Because the focal length was large, mirrors (5,
6 and 7) were used to fold the beam to adhere with the space constraints on board ISO. Between Mirror 5
and Mirror 6 the radiation passed through the interchange wheel. This wheel was driven by a pinnon
engaging gear-teeth on the rim of the wheel: a new type of cryogenic motor was especially developed
to drive the wheel. The wheel could be set to four positions: a hole for grating-only medium resolution
mode, the long wavelength Fabry-Pérot or the short wavelength Fabry-Pérot for high resolution modes
and a blanking plate for dark current measurements (this was never used in operation). The Fabry-Pérot
mechanism can be seen in Figure 2.3, which shows the complete instrument. Mirror 7 then directed the
parallel radiation onto the diffraction grating, which had an off-centre rotationally symmetric Schmidt
profile to correct for the spherical aberration. The basic action of the grating was to disperse different
wavelengths from the source spatially. The grating was rotated to cover a range of wavelengths.
The dispersed radiation from the grating was focused by the large spherical condensing Mirror 8 (see
Figure 2.1, focal length 97.5mm) onto the cylindrical surface of the ten element detector array which was
aligned along the dispersion direction.

2.4 The Grating Spectrometer

In its rest position, the grating normal was at 60◦ to the incident beam (see Figure 2.4). By rotating
the grating, by means of a servo-controlled drive mechanism, between −7◦ and +7◦ (the physical limits
of its motion), the centre of the grating response function was scanned over a wavelength band, for SW4
this ranged from 64 to 86µm; it is shown in the upper panel of Figure 2.5. Considering each detector
in turn, a contiguous coverage from 45 to 180µm was achieved by rotating the grating from −3.5◦ to
+3.5◦. By using the extended range of operation (−7◦ to +7◦) — at the cost of a small increase in
power dissipated in the focal plane — the spectral range was extended to cover 43–197µm, whilst giving
significant overlap between the spectral coverage of adjacent-wavelength detector channels. In order to
maximise the sensitivity of the instrument at all wavelengths, the extended scanning range has been
used in normal operation. The wavelength ranges used for each detector, along with the overlaps, are
indicated in the upper panel of Figure 2.5 (note that the limitations on the detector wavelength ranges,
as discussed below, are taken into account). The nominal well calibrated ranges are shown in yellow. The
extended range gave important verification when looking for weak line features and afforded redundancy
in the instrument if there had been a catastrophic failure in one detector.
The grating diffracts radiation of wavelength λ in first order at the same angle as wavelength λ/2 in
second order and as wavelength λ/n in nth order. With this constraint it was not possible to utilise the
full wavelength coverage afforded by the range of possible scan angles. To ensure that only the required
narrow band of wavelengths is detected at a particular grating angle, and not the wavelengths in different
orders, filters with well-defined passbands were placed in front of the detectors. The transmission of
the filters, measured by Ade (private communication), is shown in Figure 2.6. The resulting nominal
wavelength limits for each band are given in Table 2.3. They take into account the following limitations:

• Ge:Be (the detector type used for SW1) has a long wavelength cut-off at 51µm (see Figure 2.7).

• For SW1, 2 and 3 the short wavelength end was limited by the requirement on the filters to reject
third order when observing the longest wavelength in second order.

• For LW1 an unstressed Ge:Ga detector was used, which has a long wavelength cut-off (see Fig-
ure 2.7).

Clearly these factors resulted in a small loss in redundancy over the LWS range. The detectors are
discussed in Section 2.6.
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Figure 2.4: The side view shows an incident beam (red line), diffracted by the grating at its rest position
(solid blue line, limits of rotation shown by dashed blue line). The shorter wavelength radiation went
to SW1 and the longer to LW5, via the spherical condensing mirror. The middle panel indicates the
elliptical footprint of the beam. The bottom diagram shows the angle of the incident beam to the normal.
The diffracted beam was also normal to the grating (for one wavelength), in its rest position, because a
blaze angle of 30◦ was chosen for optimum performance.
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Figure 2.5: The top plot shows the range covered by each of the ten detectors, by rotating the grating
to its extremes, along with the grating order and the FP wheel used. The yellow regions indicate the
nominal wavelength ranges. The second plot shows the second order grating spectral element (red) at a
grating angle of −1.36◦. It also shows the adjacent orders of this radiation and the detector filter which
prevented these orders from reaching the detector. The final plot shows the nth order Airy profile of the
FP with the superimposed grating spectral element, also the range of wavelengths which could be covered
by changing the mesh separation is indicated by the green arrows. The neighbouring peaks that fell outside
of the grating response are indicated.
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Figure 2.7: The LWS flight model detector responses measured by Ade (private communication). LW5 is
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The central panel in Figure 2.5 shows the nominal wavelength range covered by SW4, as determined by
its filter. When the grating was in its rest position, the central wavelength falling on this detector was
75µm. With the grating at an angle of −1.36◦ its spectral response function (red) fell at 73.5µm. The
lower panel shows the range of the wavelengths that fell on the detector at this angle, as given by the
grating spectral element (red).

Table 2.1: Theoretical and measured LWS detector aperture sizes in the dispersion direction, Y, and the
non-dispersion direction, X. Also the serial numbers of the detectors, bandpass filters and edge filters used
on the LWS are listed.

Det Y X Detector Bandpass Edge Filter

Measured Design Measured Design Serial Filter Serial Serial

[µm] [µm] [mm] [mm] Number Number Number

SW1 494 500 1.34 1.29 7 325 8
SW2 529 530 1.32 1.29 9 321 50
SW3 529 540 1.30 1.29 13 319 6
SW4 617 610 1.34 1.29 11 313 12
SW5 640 650 1.35 1.29 12 309 9
LW1 580 570 1.34 1.29 10 306 2
LW2 617 620 1.35 1.29 55 302 1
LW3 652 650 1.34 1.29 56 328 5
LW4 700 690 1.32 1.29 58 296 4
LW5 758 750 1.30 1.29 57 292 3

The re-imaged size of the beam, W , at the detector array was determined by the focal ratios of the
collimator (fcol = 15) and the condenser (fcon = 1.5 in the dispersion direction and fcon = 3 in the
non-dispersion direction as dictated by the anamorphic magnification, see below) and the size of the focal
plane aperture, M2 (d) such that:

W = d
fcon

fcol
(2.1)

This gives a theoretical aperture size in the non-dispersion direction — which is the same for all detectors
and for all grating angles — of 0.93mm. These were set to be larger than this, ∼1.30mm, to allow for
diffraction and detector misalignment.
Equation 2.1 gives the aperture size in the dispersion direction to be 0.465mm. However, there is a
modification of the beam cross-section which is referred to as anamorphic magnification (AMAG; the
ratio of the diameter in the non-dispersion direction to that in the dispersion direction). It occurred
because the radiation was not specularly reflected with respect to the plane of the grating, hence the
emergent beam was elliptical. (The incident beam was circular and it made an elliptical footprint on the
grating, but this was due to purely geometrical effects.) This AMAG reduced the image size such that a
detector aperture of 0.7mm was actually required for the dispersion direction.
AMAG was smallest for the most positive scan angles (long wavelength end) of each detector range, so to
ensure good efficiency the positive scan angle limit was used to determine the beam size and consequently
the aperture size for each detector in the dispersion direction. The final measured and designed aperture
sizes for the detectors are given in Table 2.1 along with the serial numbers of the actual detectors,
bandpass filters and edge filters that flew on ISO.
For the LWS the AMAG is typically equal to two. As the parallel beam had a width of 34mm, the beam
was typically dispersed over 68mm. The grating was ruled with 7.9 lines per mm, hence the number
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of lines covered by the beam in the dispersion direction was ∼540. For the above configuration, the
chromatic resolving power (mN , where m is the order and N is the number of lines) is ∼1080 in second
order and ∼540 in first. However, in reality the chromatic resolution depends on the detector location
(as different detectors view the grating at different angles) and also on the scan angle of the grating. The
LWS beam size is wavelength dependent. An effective aperture radius for each detector has been defined
by Lloyd 2000, [27] (see Section 5.9) and is listed in Table 5.9.

This array was therefore capable of simultaneously detecting ten spectral elements within the LWS
spectral region. However, the packing density of the detectors was sparse (limited by the size of the
detector mounts), so to get complete spectral coverage the grating had to be scanned to move the
wavelengths sequentially across each detector. By having ten detectors rather than one, the whole
spectrum could be obtained in a tenth of the time. Because of the wide spectral coverage of the LWS, it
was necessary to use the grating in first order for wavelengths from 94.6–196.9µm and second order for
wavelengths 43–94.6µm, to maximise its efficiency. The grating efficiency measurements, as performed
by Petti 1989, [31], are shown in Figure 2.8. Because of the two orders used in the LWS, it was necessary
to interleave the long wavelength detectors between the short wavelength detectors to make optimum use
of the limited space available whilst maintaining the maximum spectral range. Accordingly, the detectors
are labelled SW1 though SW5 for the short wavelength set and LW1 to LW5 for the long wavelength
set. The detectors in their different positions saw the grating at different angles. The diffracted beam for
detector SW1 emerged at an angle of +7.9◦ with respect to the grating normal, as shown in the top part
of Figure 2.4. A simplistic way to determine where the detectors were located in the LWS is to refer to
the angle between the incident beam and the direction of the detector from the grating, as tabulated in
Table 2.2.

Figure 2.8: The efficiency of the LWS grating.
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Table 2.2: The angles (ground and in orbit) between the incident beam on the grating and the detectors
(these angles are shown in Figure 2.4 for SW1 and LW5) and the corresponding wavelengths for the
grating in the nominal position.

Detector Detector Angles [◦] Wavelength [µm]

Ground In Orbit Ground In Orbit

SW1 67.938 67.80 46.0711 46.2220
LW1 63.411 63.26 102.092 102.425
SW2 58.889 58.74 56.0389 56.2033
LW2 54.370 54.29 122.042 122.218
SW3 49.885 49.71 65.9272 66.1173
LW3 45.340 45.27 141.659 141.809
SW4 40.825 40.73 75.6000 75.6989
LW4 36.308 36.275 160.487 160.554
SW5 31.785 31.72 84.7346 84.7977
LW5 27.256 27.32 178.090 177.971

2.5 The Fabry-Pérot Spectrometers

The resolving power for the grating-only mode was typically ∼200. To enhance this, Fabry-Pérot (FP)
etalons were used to further select only a narrow portion of the spectrum within the grating passband.
Although inherently capable of very high resolving power (104 − 105) the FP interferometers, as used in
ISO, were limited by the grating performance (see Figure 2.5) and by the ohmic losses in the FP plates,
as discussed below.

An FP consists of two parallel partially reflecting plates between which multiple reflection occurs, creating
constructive interference for the transmitted beam.

The construction of the Fabry-Pérot etalons is shown in Figure 2.9. The Moving Plate is suspended on
Leaf-Springs between the Back Plate and the Fixed Plate. Each corner of the moving plate carries a
loudspeaker-like Drive Coil which operates in a gap surrounding a permanent magnet in the Back Plate.
The position of each corner, relative to the Fixed Plate, is determined by measuring the charge on the
Capacitance Micrometer, formed by pads on the Moving and Fixed Plates. The position of each corner is
controlled by a servo-mechanism which supplies sufficient current to the Drive Coil to make the measured
charge equal to a control value. Initially, the two plates of the etalon are made parallel by applying offset
signals to two of the three drive circuits. The moving etalon is then scanned as a whole by applying the
same additional driving signal to all three coils.

The fixed and moving plates carry the reflecting elements, made of free-standing nickel meshes supplied
by Heidenhain: these meshes are affixed to the Mesh-Mounting Frames which are attached to the plates.
The meshes consist of a rectangular grid of rectangular section: the thickness of the meshes is 3 µm, the
width of the ‘bars’ of which the meshes are composed is 6µm, and the periods of the grid are 19µm
for the long wavelength Fabry-Pérot and 15.5µm for the short wavelength Fabry-Pérot. The narrow
tolerance allowed on these dimensions is critical to the performance of the instrument.

For monochromatic input, the transmitted intensity, Tr(λ, d), has a series of maxima dependent on the
wavelength, λ, and plate separation, d, as prescribed by the function (Born & Wolf 1970, [1]):

Tr(λ, d) =
T 2

(1 −R)2 + 4R2 sin2(δ/2)
, (2.2)
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Figure 2.9: The construction of a Fabry-Pérot etalon.

where δ is the phase difference between adjacent transmitted rays and R and T are the single plate
reflected and transmitted intensities respectively. This can be simplified by defining the parameter F
such that:

F =
4R

(1 −R)2
, (2.3)

giving:

Tr(λ, d) =
T 2

(1 −R)2
1

(1 + F sin2( δ
2 ))

(2.4)

To take into account the intensity absorbed by the plates, A, we apply:

R + T + A = 1 (2.5)

Now using Equation 2.5 in Equation 6.2 and rearranging we have:

Tr(λ, d) =
1 − A

(1 −R)

2 1
1 + F sin2( δ

2 )

, (2.6)

where the first term on the right hand side expresses the wavelength dependent FP efficiency and the
second factor is called the Airy Function.

The sharpness of the fringes is given by the Full Width Half Maximum (FWHM). A useful parameter
to use is the reflective finesse, F , which is the ratio of the separation of successive orders divided by the



16 CHAPTER 2. INSTRUMENT OVERVIEW

FWHM of the transmitted peaks. Using this definition and writing the phase difference of the mth peak
as δ = 2mπ ± ε

2 where ε is the phase shift from the line peak to its half power point, we see that:

F =
π
√

F

2
=

π
√
R

1 −R (2.7)

For a high resolving power, a finesse as large as possible was required. However, measurements by
Davis et al. 1995, [12] indicate that the plate absorption was ∼1%. As can be seen from Figure 2.10,
for a 1% absorption and 97% reflectance (which corresponds to a finesse of 100), the transmission is
44%. Increasing the reflectivity to 98% increases the resolving power but decreases the transmission to
25%. For 99% reflectivity (and 1% absorption) the finesse is very high, 312, however there is very little
transmission.
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Figure 2.10: FP finesse (red) and transmission (blue) as a function of reflectance for an absorption of
1%.

With metal mesh reflection plates, the reflectivity is wavelength dependent (Davis et al. 1995, [12]).
Typically the reflectivity changes from about 0.96 to 0.98 for a frequency change of a factor of two. It
is therefore impossible to cover the whole LWS range with both high finesse and good transmission. For
this reason two FPs were used in the LWS: The Short wavelength FP (FPS) to cover the wavelength
range of 47–70µm and the Long wavelength FP (FPL) for the range 70–196.6µm.

In wavenumber space, evenly separated peaks are produced by an FP. To avoid spectral contamination it
was required that when a particular order is scanned across the grating response function of width ∆σ,
by varying the plate separation, d, no other FP orders would overlap with it (shown at the bottom of
Figure 2.5). So for orders separated by ∆σ wavenumbers it is required that the distance between the two
meshes is:

d ≤ 1
2∆σ

(2.8)

Since the grating resolving power is constant in wavelength terms, the criterion for setting the FP gaps
(d) needs to be determined for the shortest wavelength observed. The wavelengths of 45µm (222 cm−1)
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and 90µm (111 cm−1) were used1 for FPS and FPL, respectively. The spectral resolution of the grating
in wavenumber units is 2 cm−1 and 1 cm−1 respectively at the short wavelength extremes of FPS and
FPL. This results in a basic mesh separation of 2.7mm for FPS and 5.0mm for FPL from Equation 2.8.
The actual motion required to scan the whole LWS range using the ten detectors was reduced to a small
interval of ∼d/n, the displacement required to move the nth peak to the (n + 1)th peak. For the LWS
this was at most ∼35µm for FPS and ∼100µm for FPL.
The order of radiation at wavelength λ1 is found from d = nλ1

2 , so that:

n =
2d

λ1
, (2.9)

hence at their shortest operational wavelengths FPS was used in the 120th and FPL in 111th order. At
their longest wavelengths they worked in orders 77 and 50 for FPS and FPL respectively. This gave a
range in resolving power for the FP of ∼5 000 to 12 000.
Other factors can limit the resolving power of an FP, such as the Jacquinot criterion (a limit induced
by imperfect collimation), flatness criterion (limited by imperfect flatness of the plates) and even non-
parallelism between the plates. All of these factors were made to be small, compared to the basic wire
grid limitations discussed above.
The bottom panel of Figure 2.5 shows the expanded range for one particular grating setting for SW4
with the FPS in the beam. With the grating at an angle of −1.36◦, radiation of a wavelength 73.5µm
falls on SW4. The Fabry-Pérot etalons could be scanned such that any spectral region within the grating
bandwidth can be selected without contamination from higher or lower FP orders. A high resolution scan
therefore required that the grating was stepped across the range of SW4 and within each step the FP
was scanned across the grating spectral band. High resolution observations of the first order wavelengths
were made in the same way, but using FPL with detectors LW1–5.
In this mode it was only possible in principle to use the output from one detector at a time, since it
would be unlikely that the FP position and the grating position would be correct for any of the other
four detectors in the FPS range2. It is therefore apparent that the LWS was very efficient when recording
medium spectral resolution with the grating, but inefficient when observing the whole spectrum at high
resolution. Indeed, for line work using the Fabry-Pérots, most scans were performed just around the
known lines, which were evident from the grating spectra.

2.6 The LWS Detectors

The LWS used photoconductive detectors which could provide background photon noise limited sensitivies
when operated at the available temperatures in ISO. An understanding of the operation of these devices
is important as any non-ideal characteristics will affect the data interpretation.
In a semiconductor at very low temperatures, the electrons fill the valence band. If the energy of a photon
(wavelength λ) incident on a photoconductor is greater than or equal to the energy gap (∆Eg) between
the valence band and the acceptor states, then an electron can be promoted to the acceptor states (and
thus a hole is available for conductivity). Hence for an electron to be excited:

hc

λ
≥ ∆Eg , (2.10)

where h is Planck’s constant and c is the speed of light. If the photon’s energy is not as large as the
energy gap then the photon cannot be absorbed; the material is transparent. This produces a limit on
the longest wavelength detectable.

1In the planning stages of the FPs they were designed to be used such that FPS covered the grating second order
wavelengths and FPL the first order.

2It is however possible to recover this non-prime data, which proves useful sometimes for high flux data.
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By applying an electric field across a small cuboid of photoconductive material the conduction electrons
will move towards the positive potential thus creating a small current in the external circuit. By mea-
suring this current the number of photons falling on the detector can be determined. In an intrinsic
semiconductor, electrons are excited from the valence band to the conduction band. Doping a semicon-
ductor produces smaller energy gaps in the detector and hence the wavelength range of the detector can
be extended. Doped semiconductors are extrinsic and come in two types, n and p. In n type semicon-
ductors, a substituted impurity atom in the lattice structure donates an electron which is loosely bound
to this positive impurity centre. For a uniformly doped device we therefore get energy levels just below
the conduction band, called donor impurity levels. Bound electrons in these levels are promoted to the
conduction band by the absorption of an appropriate long wavelength infrared (IR) photon because of
the now much reduced band gap. For p type semiconductors, the substituted impurity atom accepts
an electron, thus effectively creating a hole loosely bound to the negative impurity centre. This creates
energy levels just above the valence band called acceptor states. When an IR photon is absorbed, an
electron from the valence band is promoted into this acceptor level but is still bound. This however leaves
a free positive hole in the valence band which will, with the aid of an electric field across the detector,
migrate towards the negative potential and thus produce a current. A good description of the physics and
range of available photodetectors is given by Bratt 1977, [2]. The LWS photoconductors are all p type.
The long wavelength cut-off, as indicated in Equation 2.10, for Germanium doped with Gallium (Ge:Ga)
detectors is at 115µm. Until recently, Ge:Ga photodetectors represented the longest wavelength sensitive
photodetectors available. However, it was found that by putting the detector under mechanical uniaxial
stress the band gap could be effectively decreased, affording detection out to just beyond 200µm (see for
example Wang et al. 1987, [45]). Hence, the four longest wavelength channels in the LWS (LW2–LW5)
are all stressed.

The LWS detector sub-system, shown in Figure 2.11, had three types of detectors: the shortest wavelength
detector (43–50µm), denoted SW1, was a germanium doped with beryllium detector, Ge:Be; detectors
SW2, SW3, SW4, SW5 and LW1 were unstressed germanium doped with gallium, Ge:Ga(u), covering the
total wavelength range of 50–110µm; the long wavelength detectors, LW2–5, encompassed the range of
110–197µm and were stressed germanium doped with gallium, Ge:Ga(s). Figure 2.7 showed the spectral
response of these detectors. SW1 had a bias voltage of 600mV, SW2 had a bias of 200mV. The other
Ge:Ga(u) detectors had a bias voltage of 150mV. LW2 and LW5 had the lowest bias voltages, at 40mV,
and the LW3 and LW4 values were 60mV; this information is given in full in Table 2.3. Each detector
was a 1mm sided cube.

Table 2.3: The ten detectors, their names, types, nominal wavelength ranges and bias voltages.

Detector Type Wavelength In-orbit Bias
Range [µm] Voltage [mV]

SW1 Ge:Be 43–50.5 600 (500 prior to rev.191)
SW2 Ge:Ga(u) 49.5–64 200 (150 prior to rev.191)
SW3 Ge:Ga(u) 57–70 150
SW4 Ge:Ga(u) 67–82 150
SW5 Ge:Ga(u) 76–93 150
LW1 Ge:Ga(u) 84–110 150
LW2 Ge:Ga(s) 103–128 40
LW3 Ge:Ga(s) 123–152 60
LW4 Ge:Ga(s) 142–171 60
LW5 Ge:Ga(s) 161–197 40
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Table 2.4: Voltage values (in mV) corresponding to the various bias levels per detector type.

Detector type Ge:Be (SW1) Ge:Ga(u) (SW2-LW1) Ge:Ga(s) (LW2-LW5)

Level
0 0 0 0
1 250 50 25
2 400 100 40
3 500 150 60
4 600 200 70
5 700 250 80

1000 300

bias boost 2V 1V 0.2V
bias boost 3V 2V 0.4V

Figure 2.11: A schematic of the detectors and the illuminators.

Each detector was mounted in an integrating cavity to increase its absorption efficiency and is fed by a
horn designed to couple efficiently with the radiation leaving the spherical mirror (8 of Figure 2.1).
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The reduction in the energy band gap produced by a screw stressing the detectors, also makes them more
sensitive to residual thermal energy, as the phonons can have enough energy to excite carriers into the
acceptor states. This produces a larger dark current than in an unstressed detector. Under very low
photon backgrounds, shot noise from this dark current limits the inherent sensitivity of these devices.
The free carrier number density drops exponentially with temperature (the Boltzmann distribution is
proportional to e−∆E/kT ), so cooling the detectors below 3K quickly reduces the number of thermally
excited carriers and hence the dark current. It was found empirically (Church 1993, [8]) that by reducing
the temperature of the stressed detectors to the lowest available temperature on board ISO, which was
that of the helium tank at 1.8K, the dark current could be reduced to an acceptable level. However, it
was found that when the unstressed detectors were operated at temperatures less than 2.5K the detectors
would become unstable and spontaneously spike. This spiking increased in severity as the temperature
was reduced to 1.8K, making the detectors unusable (Church 1993, [8]). This spontaneous spiking
phenomenon is thought (Teitsworth, Westervelt & Haller 1983, [43]; Teitsworth & Westervelt 1986, [42])
to be caused by trapped space charge near the injecting contact causing local electric field breakdown
within the detector with a subsequent ‘avalanche’ of carriers. It is due to this spiking that the unstressed
detectors (Ge:Be and Ge:Ga) are cooled only to 3.0K, and not to 1.8K as the stressed detectors, causing
the mounting to be more complicated. At 3.0K the detectors can be operated nearly as well as at 1.8K
because the dark current is only a factor of ∼3 higher (Church 1993, [8]). Operating the two types of
detectors at different temperatures was achieved by mounting them on separate bars. The unstressed
detectors were mounted on the upper bar, which acommodated a heater and a thermometer operating
in a servo loop and it had a weak thermal link to the lower bar. The stressed detectors were attached to
this lower bar, which was thermally shorted to the helium tank with a high-conductance copper strap.

2.6.1 LWS readout electronics (integrating amplifiers)

Each of the ten LWS detectors was read out by an integrating amplifier. This choice of readout was
dictated by the very high impedance of the detectors under the ultra-low photon backgrounds experienced
in flight, see Price 1993, [35] and Leeks 2000, [24] for more details. An integrating amplifier is, in principle,
a resistor capacitor (RC) circuit. The readout circuit is shown in Figure 2.12. The voltage across the
resistor in response to an input is given by:

V (t) = Vo

[
1 − e−t/RC

]
, (2.11)

where Vo is the voltage supply, t the time of build up of the voltage V (t) on the capacitor, R is the resis-
tance and C is the capacitance. For t � RC then, expanding the exponential to first order, Equation 2.11
becomes:

V (t) =
It

C
(2.12)

and differentiating with respect to t gives:

dV

dt
=

I

C
, (2.13)

so by measuring the voltage build up in a known capacitor, the current I can be recovered. This is the
essence of the Infrared Labs. JF4 integrating amplifier as used in the LWS.
For a photoconductor under low photon flux, the photon noise is negligible so the dominant noise processes
are Generation-Recombination (GR) noise [rms noise current, ingr = (4eGI)1/2] and electron shot noise
[rms noise current, ins = (2eI)1/2] for a post detection bandwidth of 1Hz. Here I is the total current
flowing in the detector circuit, e is the electronic charge and G is the photoconductive gain (see Bratt
1977, [2] for a detailed description). Since these two mechanisms are uncorrelated the total noise current
is given by their quadratic sum:
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Figure 2.12: The integrating amplifier readout circuit for an LWS detector. Rs are source resistors for
the JFETs and Rh is the heater resistor. N is the integrating node.

intot = [2eId(1 + 2G)]1/2 (2.14)

where Id is known as the dark current (the current flowing in the absence of photons).

For the LWS the average photoconductive gain, G, is 0.66 (see Table 4 of Swinyard et al. 2000, [41] for
the individual values of G), giving intot = 2.2 (eId)1/2. The responsivity for the detector circuit, S, gives
the current, I, which flows in the detector when illuminated by an infrared signal of power P , such that:

S =
I

P
=

eηGλ

hc
(2.15)

where η is the Responsive Quantum Efficiency, h is Planck’s constant, c is the speed of light and e is the
charge on one electron. The NEP (intot/S) is then:

NEP =
2.2
ηG

hc

λ

(
Id

e

)1/2

(2.16)

Hence for dark currents of∼100 electrons/s (Id/e) and an ηG product of 0.1, an NEP of ∼5 10−19 WHz−1/2

at 100µm is achieved.

Note that the read noise of the integrating amplifier was measured to be ∼10 electrons regardless of the
integration time, which is significantly less than the dark current.

The integration amplifier therefore gives a photon-noise-limited performance. It is like a trans-impedance
amplifier but with an infinite feedback resistance so that there is no Johnson noise from the feedback
resistor to limit the performance of the detector circuit. This made the integrating amplifier very suitable
for the LWS.
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Figure 2.13: This figure shows 12 one quarter second ramps from an observation of W28A2 on detector
SW3. The data points are shown by the diamonds.

2.6.1.1 The ramps

The integrating amplifiers used typically had a gain of 0.9 and a capacitance of 7.5 pF. The photons
incident at a detector produced a flow of charge which accumulated at the input capacitor. The voltage
produced as this capacitor charges was non-destructively read out 88 times per second (sampled every
11.4ms) through the JFET#2 (see Figure 2.12). After an appropriate time this capacitor was discharged
by applying a reset pulse through reset JFET#1 at the gate of JFET#2 and also applying a compensation
pulse which is adjusted to neutralise any residual charge left from the reset. After the reset the build
up of voltage began again. JFET#3 balances out the offset voltage of JFET#1 so that the voltage at
output #6 represents that measured at the gate of JFET#2 alone.

Two different integration times (0.5 s or 0.25 s) were available with the LWS; for strong signals the output
was less noisy and more non-linear hence the shorter integration time was more suitable. Ideally, for very
strong sources, the integration time would have been reduced even further. However, the dead-time (the
time taken for the signal to settle down after a reset) was ∼50ms and so reducing the integration time
to less than 250ms would have lowered the overall on-source efficiency and given very few data points in
the ramps for statistical evaluation.

The resetting of the circuit produces a series of ‘ramps’, where one ramp was the voltage build up between
two resets representing the signal collected during the interval. Figure 2.13 shows twelve such one quarter
second ramps for SW3 (22 data points per ramp; half-second ramps have 44 points). One full grating
spectrum has typically 2500 ramps. The build up of charge caused a drop in the effective bias voltage
(this is called de-biasing) which in turn caused a change in the responsivity. This effect was quite large in
strong sources and it produced a non-linear response to the input signal. Effectively for the same increase
in input the output does not increase by as much so the ramps are curved.

The ramps represent the incoming photon flux from the astrophysical object observed and are converted
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to photocurrents in the second stage of the automatic data processing (see Section 4.1).

2.6.2 Particle hits

ISO was subjected to particle hits, while in orbit about the Earth, from energetic protons and high
energy electrons. The effect of these charged particle impacts on a detector is to generate electron hole
pairs from which the intrinsically generated electrons neutralise the compensation donor impurities and
thus increase the mobility and hence responsivity. For laboratory dosage of high energy gammas (60 keV,
∼1000 hits/s) it was possible to saturate the responsivity after ∼100 s, with typical observed responsivity
changes between factors of 10 and 50. Clearly any gain change of the detectors needed to be carefully
monitored if any sense was to be made of the astronomical data. The most dramatic effect of particle
hits was when passing through the Van Allen belts.

Figure 2.14: Photocurrents from SW4 of an illuminator before (upper data) and after (lower) a bias boost.

The responsivity of the detectors increased due to the particle hits: to re-normalise the responsivity, the
bias current was increased to beyond the breakdown voltage for each detector. This bias boosting causes
impact ionisation of the neutral impurities and therefore largely restores the pre-irradiation values of
donor and acceptor levels. Operationally, bias boosting was applied on exit from the Van Allen belts.
Figure 2.14 shows the reduction of the responsivity of LW4 after a second bias boost which was performed
about half way through the 24 hour orbit. The data are from an illuminator flash before and after a bias
boost half way through an orbit.
This boost was required to restore the responsivity of the detectors which also increased during the orbit
as the satellite was constantly bombarded by galactic cosmic rays (H and He nuclei). However the dark
currents were not affected by the cosmic rays, they remained constant during an orbit (Swinyard et al.
2000, [41]). These cosmic ray hits, about one every eight seconds, also caused the readout signal to jump
(this is termed a glitch) as shown in Figure 2.15. It was found that a glitch changed the responsivity
for the rest of that integration and the following ones, hence these data could not be used. The part
of the integration before the glitch could, however, still be used to find the photocurrent caused by the
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Figure 2.15: Three moderate strength integration ramps are shown; the middle one shows a glitch.

incident photons. The longer the individual integrations, the greater the number of resets required to
recover from a glitch. To reduce the number of unusable integrations, and hence the amount of observing
time wasted, the length of them was reduced, from the pre-flight specification of two seconds, to one
half-second (one quarter-second for strong sources, see also Section 5.7). It was then found that only two
integrations after the glitched one were affected and should not be used. This still presented the high
possibility of there being no good data for a particular wavelength if they were collected consecutively,
hence ‘fast scanning’ became the standard. This was where just one integration per wavelength interval
was recorded and the grating was scanned to cover the required wavelength range, producing one ‘scan’.
This was repeated to produce several scans which could be co-added.
The change in responsivity between the bias boosts was monitored by the use of IR illuminators. The
five illuminators (labelled 1 to 5 in Figure 2.11), which are located in front of the detectors, output a
known IR signal which is used to monitor the responsivity changes. The data of these illuminators are
used to correct for the drift in responsivity with time during an orbit and an individual observation as
discussed in Section 4.1.



Chapter 3

Instrument Modes and Observing
Templates

3.1 Summary of the Observing Modes

Four different observing modes were available to users, via the so-called ‘Astronomical Observation Tem-
plates’ (AOTs), which allowed to operate the instrument only in a few standardised ways, giving the
observer the choice of the wavelength ranges, the sampling intervals, and the exposure times. These
observing modes are described in Section 3.2 and summarised in Figure 3.1.
Two extra observing modes have been implemented later in the mission to systematically make use of
the time when LWS was not the prime instrument: the parallel mode when another instrument was used
and the serendipity mode when the satellite was slewing to another target. Unlike the four AOTs, these
observing modes were not available to the users but were used in a systematic way.

Grating mode, in which only the grating was used, provided moderate spectral resolving power of about
0.29 µm in the short-wavelength channels (SW1–SW5) and 0.6 µm in the long-wavelength channels (LW1–
LW3, LW5) corresponding to a resolving power of between 100 and 300 depending on the wavelengths
being investigated. Because of the multiplexing described in Section 2.4, usable data were obtained from
all ten detectors simultaneously. Whether or not these data are useful to the observer depends upon the
range of wavelengths selected.

Fabry-Pérot mode, in which one of the two Fabry-Pérots was used in combination with the grating,
provided high spectral resolving power between 8 000 and 10 000. Radiation in different orders of the
Fabry-Pérot falls on detectors other than the prime detector (i.e. that selected for the wavelength of
interest), and in some cases data from the non-prime detectors have proven quite useful although the
grating position had not been set to have its peak transmission at the orders falling on these detectors.
Automatic recovery of this non-prime detector data is foreseen.

In both grating and Fabry-Pérot modes, scans were carried out at one of two standard lengths of detector
integration ramp, 0.25 s and 0.5 s. The total integration time per spectral point was then achieved by
varying the number of these ramps. It was originally intended that spectra be scanned by carrying out a
number of integrations at each setting of the grating or Fabry-Pérot until the total required integration
time had been built up. In order to minimise the low-frequency end of 1/f noise, a fast-scanning mode
was also implemented, in which only one integration was performed at each position of the grating or
Fabry-Pérot. The total integration time was then built up by repeatedly scanning. In fact during the
mission this method has been recommended for all observations. Early observations have proven that in
this way one could avoid that all integration ramps at one wavelength were affected by the same particle
hit.

25



26 CHAPTER 3. INSTRUMENT MODES AND OBSERVING TEMPLATES

Figure 3.1: Modes of the LWS.

3.2 Description of the Observing Modes: the Astronomical Ob-

servation Templates (AOTs)

3.2.1 Medium-resolution wavelength range (AOT L01)

The medium-resolution wavelength range (L01) mode allowed for a grating range scan covering a wave-
length range specified by the user up to the full range of 43–197 microns. The spectrum is composed of
10 sub-spectra with the sub-spectra being generated by the grating scanning over the 10 LWS detectors
simultaneously. In practice this mode was almost always used for a range scan covering the entire LWS
range. The spectral sampling allowed was 1, 1/2, 1/4 or 1/8 of a resolution element and the scanning
speed was always such that only one ramp per sampling interval was taken, with signal-to-noise built up
by taking more than one scan.
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3.2.2 Medium-resolution line spectrum (AOT L02)

This Medium-Resolution Line Spectrum (L02) mode allowed for a grating range scan of up to +/− 7
spectral elements around up to ten wavelengths specified by the observer. Data were recorded from all
ten detectors while the specified ranges are being scanned. The observer had the choice of the spectral
sampling interval, between 1, 1/2, 1/4 and 1/8 of a resolution element.

3.2.3 Narrow-band photometry (AOT L02)

This mode was produced by specifying zero-width scan in the medium-resolution line-spectrum AOT
(L02). By consequence the grating was not scanned but remained at a fixed position. This produced an
under-sampled medium-resolution spectrum by providing ten photometric points — one in each detector
— at 46.2 µm, 56.2 µm, 66.1 µm, 75.7 µm, 84.8 µm, 102.4 µm, 141.8 µm, 160.6 µm and 178.0 µm.

3.2.4 High-resolution wavelength range (AOT L03)

This AOT consisted in a Fabry-Pérot scan covering a wavelength range specified by the user, up to the
full range of the LWS (46–196.7 µm). Although the wavelength range specified by the user covered only
one detector, data were recorded for all detectors together. The observer had the choice of the spectral
sampling interval, between 1, 1/2, 1/4 and 1/8 of a resolution element.
Note that as a full spectral scan with the Fabry-Pérot took a very long time, a significant part of the
spectrum has been recorded at high resolution (with L03) only for four objects: Orion BN/KL, Sgr B2,
Sgr A and Jupiter.

3.2.5 High-resolution line spectrum (AOT L04)

This AOT produced up to ten Fabry-Pérot scans over a small intervall around wavelengths specified by
the observer. For each line the grating is fixed, hence all the data resides within one grating element.
Although the grating position was optimised only for the wavelength of the specified line and hence for
only one detector at a time (the prime detector), data is recorded from all detectors. The observer had
the choice of the spectral sampling interval, between 1, 1/2, 1/4 and 1/8 of a resolution element.

3.2.6 Parallel and serendipity modes

When another instrument was the prime instrument, the LWS operated in parallel mode and when no
AOT was active the LWS operated in a serendipity mode. This mainly refers to those times when ISO
was slewing. The actual configuration of the LWS instrument for the parallel and serendipity modes
is identical. These modes were not used until revolution 237 and continued until the end of the ISO
mission with a gap between revolutions 380 and 442 when LWS was switched off due to a problem with
the interchange wheel.

While not observing as prime instrument, some of the data in the LWS housekeeping was not necessary
and the LWS parallel and serendipity modes were implemented by replacing this data with detector signal
values calculated on board. The space available provided for two values from each detector to be placed
in each telemetry format every two seconds. For this reason the instrument was not scanning but was
used in the Narrow-Band Photometry mode (see Section 3.2.3 and the detector integration time on board
was adjusted to provide 1 s integrations in these modes rather than the 1/2 or 1/4 s used during prime
observations.
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3.3 History of AOT Changes throughout the Mission

The following lists — per revolution number, i.e. chronologically — the changes made to the AOT logic
during the mission.

From revolution 49 (in the Performance-Verification phase)

1. New responsivities, taken from Saturn observations and SCP checkout observations, in the uplink
tables.

2. Improved wavelength accuracy in the uplink tables.

3. The maximum commandable grating position increased from 3700 to 3740 as a result of performing
the grating limits test in revolution 8.

4. The bias levels for the detectors were lowered by 1 (see Table 2.4). For LW2 the bias level was
lowered by 2. The default HOLD mode sampling was set to 0.5 s ramps.

5. 4, 2 and 1 s ramps were not used any more (Grating AOTs). 1 s ramps were still available for use
in FP observations.

From revolution 55

• The optimum offsets were set for the FPS parallelisation as determined from 2nd order data in
revolutions 35 and 47. For FPL approximate offsets were given, based on results for first order
measurements from revolutions 31 and 35.

From revolution 61

1. The maximum commandable grating position decreased from 3740 to 3700 as a result of performing
tests of further data from grating scans.

2. Improved FP wavelength accuracy in the uplink tables.

From revolution 69

1. New responsivities, taken from Pallas observations, in the uplink tables.

2. New detector dark current, taken from Peter Clegg, in the uplink tables.

3. New power and noise levels, calculated by Matt Griffin, in the uplink tables. The NEPs were
changed correspondingly.

4. Improved FPS wavelength accuracy in the uplink tables. FP scan range: 46.795–197.049µm.

From revolution 90

1. New noise levels, recalculated by Matt Griffin, in the uplink tables. The NEPs were changed
correspondingly.

2. Mini-scan overlap increased to 5 spectral elements, Overlap between FPs raised to 1.8µm.

3. Maximum wavelength changed to 196.974µm.

4. 1 s ramps were not used any more in FP AOTs. So only 1/4 and 1/2 second ramps were allowed.
The usage of 1/4 second ramps was inhibited for source strengths below 10000Jy.
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From revolution 100

• Closed flashes, which are needed for dark current subtraction and absolute response correction,
were used instead of open illuminator flashes.

From revolution 150

1. FPS cut-off changed to 70µm.

2. Update of Cal-U file L-FPSCAN: Start and end FP offsets added for each microscan.

From revolution 191

1. Implementation of the new values for the responsivities of the SW1, SW2 and LW5 detectors.

2. Implementation of the new transmission profiles generated from Ceres and NGC 7027.

3. New detector dark current, taken from illuminator flashes, in the uplink tables.

4. Detector bias levels were set to (4, 4, 3, 3, 3, 3, 2, 3, 3, 2) for the sequence of detectors SW1–SW5
and LW1–LW5 (for the voltage values corresponding to these levels see Table 2.4)

5. New power and noise levels, recalculated by Matt Griffin, in the uplink tables.

6. Improved wavelength accuracy in the uplink tables.

7. L-FPSCAN: Correction of the wrong values of the offsets for the FPS microscan corresponding to
the 93.225–93.616 interval plus change in the cut-off wavelength between FPS and FPL.

8. Maximum wavelength changed to 196.989µm.

9. Wrong interpolation in LWS FPL offsets corrected.

From revolution 237

1. Use of LWS serendipitous/parallel mode; the HOLD mode was set to use 1 s ramps so that the
LWS parallel mode can operate correctly.

2. Changes to ensure a constant detector temperature throughout a revolution.

From revolution 277

1. L-FPSCAN: implementation of new micro scans lengths, with a maximum FPL offset change of 5
between two steps.

2. L-OPTIC: Correction of the wrong values of the grating mode relative transmission efficiency.

3. L-SETNGS: Increase of the scan width for the L04 AOTs (2 resolution elements added for both
FPS & FPL).

From revolution 336

1. Illuminator flashes avoided during the middle of an observation.

2. Improved wavelength accuracy in the uplink tables for grating and FPL.

From revolution 411

1. New LWS illuminator flash scheme (Change ILL1LEVEL1 ... ILL5LEVEL2 to 180).
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2. An increase of the time required to make the wheel movements.

3. The 1st illuminator flash leaves the wheel in the grating positions and now the 2nd illuminator flash
must leave it in the opaque position.

4. Use of the FPL for the opaque configuration of grating AOTs.

5. LWS parallel mode stopped.

From revolution 526

• LWS parallel mode restored.

From revolution 584

• Improved wavelength accuracy in the uplink tables for revolution 349 onwards. This resulted in
re-derived FP coefficients.

From revolution 764

• LWS parallel mode now also after 2nd illuminator flash of Ground Station Handover.



Chapter 4

Data Processing

4.1 Processing Overview

The ISO data for each instrument is processed automatically through a pipeline (Off-Line Processing
software or OLP) consisting of three stages: Derive-ERD extracts the observation-relevant data from the
telemetry stream; Derive-SPD processes the raw detector readouts into photocurrent and removes glitches
due to particle impacts; Auto-Analysis performs the astronomical calibration of the data to produce a
spectrum in flux units versus wavelength units.
The three separate stages were designed to allow observers to choose at which stage to start their own
reduction. For the three scientifically validated LWS AOTs it is expected that the final Auto-Analysis
Results (AAR) product is the starting point for reduction (see Section 8), but in some cases (see Chapter 6)
an observer may wish to start with SPD data and process this to AAR through LWS interactive analysis
(LIA – see Section 8.2.3).
The files produced at each stage of the data processing are listed and described in Chapter 7.
A global overview of the three stages is given in Figure 4.1.
The ISO processing is an automated process where the end products (Edited Raw Data, Standard Pro-
cessed Data and Auto-Analysis Results) are quality checked (see Section 4.2). The following is a brief
overview of the three steps in the processing. The algorithms used in the last two steps (Derive-SPD and
Auto-Analysis) are described in more detail in Sections 4.3 and 4.4.

TDF first scan/Derive-ERD The telemetry data from the satellite is transmitted to the Ground
Station in blocks called ‘formats’, each format containing the data for a 2 second period. These
data are stored in the Ground Segment as so-called Telemetry Distribution Files (TDFs). The TDFs
contain the raw scientific data from the Prime Instrument and satellite and instrument housekeeping
information for a complete revolution. They are, thus, the prime input for the ISO data processing
system. The first step in the ISO processing for an observation is to extract from a TDF the raw
data relevant to that observation. This is carried out in two stages:

• ‘TDF first scan’ reads the TDF (and other ancillary files) to create a set of pointers to relevent
events in the observation, such as: the start and end of the observation, the start and end of
LWS illuminator flashes, the start and end of mechanism (grating or FP) scans. This is stored
in the ‘Compact Status History’ (LSTA) file.

• Using the Compact Status History, ‘Derive-ERD’ extracts the information for the observation
into the set of Edited Raw Data (ERD) files for the observation. The data extracted includes
the instrument science data, instrument housekeeping data and relevent satellite information
(e.g housekeeping, pointing and orbital information). The ERD produced is a complete set of
the data required to process an observation, but, as no conversion from engineering values has

31



32 CHAPTER 4. DATA PROCESSING

Telemetry Distribution file (TDF)

Edited Raw Data (ERD)

Standard Processed Data (SPD)

Auto-Analysis Results (AAR)
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�Derive-SPD

�
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�Auto-Analysis

?
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?
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?
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Figure 4.1: Overview of the ISO data processing.

been made, it requires a detailed knowledge of the instrument to process and is therefore not
recommended as a starting point.

Derive-SPD (SPL) In the second stage of the ISO data processing most of the instrument specific
peculiarities are removed and some basic calibrations are performed. In Figure 4.2 a schematic
overview of the Derive-SPD process is given.

The output of this process (Standard Processed Data or SPD) contains only scientific data, still
in engineering units (i.e. not wavelength or flux calibrated), and in chronological order. Derive-
SPD processes a Target Dedicated Time (TDT) which can consist of more than one AOT. The
individual data types (i.e. different AOTs or subsystems in the instrument) can be identified using
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Figure 4.2: Schematic overview of Derive-SPD. The names in the dashed boxes indicate auxiliary or
calibration files.

LWS Compact Status History. This file is produced by TDF first scan. Derive-SPD processes the
raw detector readouts into photocurrent by fitting the raw data ramps. It also removes glitches due
to particle impacts. Derive-SPD also processes the measurements of the internal illuminators into
a calibration file that is used by Auto-Analysis.

Auto-Analysis (AAL) This final stage in the ISO processing performs all the astronomical calibrations
of the data. The main output of this stage is the LSAN file, containing the flux and wavelength
calibrated spectrum for a single AOT. The AAL process corrects for the spectral responsivity
(absolute responsivity and responsivity drift), removes the dark current, performs the wavelength
and the flux calibrations, including the correction for the spectral resolution element (or spectral
bandwidth). Three new files are produced by Auto-Analysis.

A schematic overview of the Auto-Analysis process is given in Figure 4.3.
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LCGB

LCFW

LCTP

LCDK
(L03 and L04) LIPD

LCGW

LCGR

LCIR
LIPD

Write LGIF Write LSAN Write LIAC

Dark current/background
straylight subtraction

Absolute responsivity correction
and responsivity drift correction
(only for L01 and L03)

Grating wavelength calibration

Grating relative response
correction

Read SPD

Write LSCA
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Spectral element
correction

AOTs L01 and L02
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FP throughput correction

AOTs L03 and L04

Velocity correction
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Figure 4.3: Overview of Auto-Analysis. The files in dashed boxes are the calibration files used by AA.
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Auto-Analysis does not include:

• averaging of repeated spectral scans

• joining together of spectra on adjacent detectors

• generation of maps for raster scans

• subtraction of the local astronomical background

• correction for the effective aperture of an extended source

4.2 Quality Check of the Data

The LWS data products for AOTs L01, L02 and L04 have been Quality Checked. This was to ensure
that no corrupted data is distributed. The quality check was performed at three levels.

Level 1 Here the OLP operators checked the products of the processing for obvious errors like:

• Instrument failures or telemetry drops during the observation

• Absence of a spectrum

• A non-physical (i.e. negative) spectrum

• A flat spectrum (i.e. all values equal)

If an anomaly was detected at this level, it was passed to Level 2

Level 2 Here the instrument team investigated whether the failure was due to an instrument failure, or
a peculiar behaviour of the instrument and decided if the observation was still scientifically valid.
If this was not the case the observation was passed to Level 3.

Level 3 Here the astronomers in the ISO team investigate whether the observation needed to be resched-
uled (when ISO was still in operation !), or whether the observation would most likely fail again
(for instance due to very high backgrounds, or proximity to a very bright source).

The data observers got for the AOTs L01, L02 and L04 should therefore not contain any obvious errors
(as listed above). For LWS the products of AOT L03 (FP wavelength range) have not been scientifically
validated and have therefore not been Quality Checked.

4.3 Derive-SPD Processing Steps

4.3.1 Introduction

The inputs to Derive-SPD (SPL) are the Compact Status History file (LSTA), science ERD files, the
housekeeping ERD file (LWHK), the executed observation history files (EOHI and EOHA), and various
calibration files. The science ERD files consist of LGER for grating scan data, LLER for FPL scan data,
LSER for FPS scan data, and LIER for illuminator flash data.
The outputs of SPL are the standard processed data file (LSPD), the illuminator processed data file
(LIPD), and the Glitch History file (LWGH). The LWGH file is for information only, and is not used
during any further processing steps.
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SPL is driven by the contents of the Compact Status History file (CSH) for the selected observation. The
LWS CSH file is named LSTA. The LSTA file identifies the regions of data taken in an observation with
the grating, FP, or illuminator.

4.3.2 Construction of ramps and discarding unusable readouts

The first stage of SPL reads in all records from the currently open science ERD file that correspond to
one ramp of data for all ten detectors. The LSTA file specifies which of the science ERD files the data is
read from.
The start of a ramp is indicated by a detector readout which has its most significant bit set. The expected
number of readouts per ramp is then read in from the housekeeping ERD file (LWHK).
The time key of each readout is checked as it is read in to identify any periods of missing data and to
adjust the ramp contents appropriately.
After the ramp has been read in, some of the readouts have to be discarded for the following reasons:

• Readouts immediately following a reset pulse (the start of the ramp) are affected by the reset and
must be discarded. The amount of data to discard for each detector is specified in the LCDT
calibration file. It is currently 55ms for each detector reset.

• The last point of each ramp is deleted. This is to equalise the length of all ramps, since the last
ramp in each telemetry format is slightly longer than the other ramps.

• Any readouts taken while the grating or FP are still moving should also be discarded. The LCDT
file also contains the values for these discard times. The discard time for grating movements is
70ms and the discard time for the FP movement is 5ms.

The number of points discarded for the above reasons are written as keywords into the header of the
LSPD file (see Section 7.2.5 for details).

4.3.3 Conversion of readouts to voltages

Before the raw detector readouts are converted into voltages, any invalid points which are outside the valid
range for the analogue amplification chain are discarded (see more explanations about this in Section 5.8).
The valid range is specified in the LCAL calibration file. Note that this is NOT the same as the saturation
of the detector, which is corrected later in the processing chain.
The number of readouts discarded for this reason are written as keywords into the header of the LSPD
file. See Section 7.2.5.
For each raw detector readout (in digital units; DN), the conversion to voltages is performed using the
formula:

V =
A(D − Doff )

Ggain,det
(4.1)

Where:

• V is the detector voltage at the input to the JF4 amplifier in volts.

• A is the readout to voltage conversion factor in volts per readout unit.

• D is the detector readout value.

• Doff is an offset to the detector readout value.
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• Ggain,det is the analogue amplifier gain factor for the current gain level and detector. The gain level
is in the range 0–7. The level is stored in bits 12–14 of the detector word.

The values for A and Doff can be found in calibration file LCVC (see Section 7.3.1 for details). The gain
for the analogue amplification chain is read from calibration file LCGA (see Section 7.3.1) using the gain
level (0–7) read from the detector word.
Finally the voltage as derived using Equation 4.1 is divided by the gain factor of the JF4 for the appro-
priate detector to reconstruct the voltage at the input of the JF4’s. The JF4 gain factor can be found in
calibration file LCJF (see Section 7.3.1).

4.3.4 Flag saturated ramps

In previous versions of the pipeline saturated points had to be removed at this stage. A saturated point
is one where the voltage exceeds the threshold where the model of the detector behaviour breaks down.
This model has now been replaced by the ∆V/∆t method, as described in Section 5.5. It is therefore no
longer necessary to throw away saturated points. However, it was thought desirable to continue to flag
any ramps which contain saturated points. This stage therefore checks all of the points in the ramp and
if one or more points exceed the saturation threshold then the ramp is flagged as saturated in the LSPD
status word (see Section 7.2.6). The saturation thresholds can be found in the LCDB calibration file (see
Section 7.3.1).
The number of saturated points and the number of ramps containing one or more saturated points are
written into the header of the LSPD file (see Section 7.2.5).

4.3.5 First level deglitching

4.3.5.1 Introduction to glitches and spikes

Glitches are caused by the effects of cosmic ray particles on the detectors (see Section 2.6). There is
roughly one glitch every ten seconds per detector during the normal period of LWS operation. These
energetic particles cause a sudden jump in the ramp voltage, due to a quantity of charge being dumped
on the integrating amplifier. They also cause a change in the detector responsivity which affects the
following ramps.
‘Slow’ glitches are glitches where the jump in voltage covers more than one readout value.
In addition to these ‘positive’ glitches, ‘negative’ glitches have also been found. These cause a sudden
decrease in the ramp voltage, rather than an increase. They are thought to be due to hits on the FET.
Negative glitches do not appear to affect the detector responsivity.
Before launch it was anticipated that ‘spikes’ in the analogue amplification chain may also need to be
located and removed. They cause a single detector readout to have a much larger value than normal.
Subsequent readouts are unaffected and there is no effect on subsequent ramps. However, no real spikes
were seen in the data when the satellite was in-orbit. The spike removal was switched off as all of the
spikes detected were actually caused by the effects of glitches. A modified spike detection remained
operational, but it would be more accurate to describe it as an ‘anomaly’ detector, rather than a spike
detector. The anomalies which were detected could be caused by real spikes, but they are more likely
undetected glitches, or the effects following glitches above mentioned.
Statistics related to glitches and spikes are written into the header of the LSPD file. See Section 7.2.5
for details.

4.3.5.2 Detection method

The following list describes how glitches and spikes were detected. Note that glitch detection is only
performed on the section of ramp after the discarding of data due to the reset pulse etc. Any glitches
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which occur in this discarded section of a ramp are not currently detected.

1. Perform point-by-point differentiation. This consists of finding the gradient in volts per ITK unit
(ITK is the unit of time, defined in Section 7.2.1) between each point and the following point, and
each point and the point two places away.

2. The mean and standard deviation of the first set of differentiated points are then calculated. The
two largest values from the set are excluded from these calculations. This excludes any large jumps
which may be caused by glitches.

3. Each point in the two sets of differentials is checked and those more than N standard deviations
away from the mean are flagged as outliers. It is also recorded whether the point is an outlier above
or below the mean. The value of N is specified in the LCD1 calibration file.

4. The outliers are searched to find the patterns expected from glitches or spikes. This is described in
more detail in the following section.

If a glitch is detected by this step then the next three points are not checked for glitches. This
is because it has been found that the effects of a glitch often caused a second, false glitch, to be
detected shortly afterwards.

No spikes detection is done for the remainder of a ramp following a glitch. This is because it has
been found that the effects of glitches caused lots of false spikes to be detected.

5. The heights of any glitches and spikes detected are estimated. The height of a spike is estimated
by subtracting the voltage of the previous point from the voltage of the spiked point. The expected
voltage increment due to the ramp slope is then subtracted from this value.

There is a special case for the first point in the ramp, since there will be no previous point. In this
case the spike height is obtained by subtracting the voltage of the point following the spike from the
voltage of the spiked point. The expected voltage increment due to the ramp slope is then ADDED
to this height.

The height of a glitch is estimated by finding the difference between the point at the glitch location
and a point 3 places ahead. This is to cope with slow glitches, or glitches that have noise. If the
second point is beyond the end of the ramp then the last point in the ramp is used.

The expected nominal ramp increment over the time period between these two points is calculated
and subtracted from the glitch height.

6. The heights are compared with the height of the ramp and any below a threshold height are rejected
as described below. This is to reject genuine glitches and spikes which are insignificant with respect
to the ramp. It also provides a method of rejecting spurious glitches and spikes.

For spikes the fractional height with respect to the height of the ramp is calculated. The height of
the ramp is simply the voltage of the last point in the ramp minus the voltage of the first point
in the ramp. Only those spikes with fractional heights above the threshold specified in the LCD1
calibration file are accepted.

For glitches the same procedure is performed, except that the glitch height is also subtracted from
the height of the ramp. This should give the height of the ramp as if no glitch has occurred. There
is a separate threshold level specified in the LCD1 file for the fractional heights of glitches.

Note that these calculations have assumed that there is only one spike or glitch in the ramp.
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Note that the ‘location’ of a glitch is understood to mean the point before the outlying point(s):

*-*-*
/

*-*
^
Glitch location

Using test data it has been found that ‘slow’ glitches are often detected only on the second point of the
glitch:

*-*
/

* <--------- Glitch detected here
/

*-*

In order to cope with this, the point at the glitch location is always discarded. For normal ‘fast’ glitches
this will mean that one possibly good point is thrown away.

4.3.5.3 Patterns expected from spikes and glitches

This section details the patterns which identify spikes and glitches. The following conventions are used:

• OUT1 are the outlying points in the first differential array.

• OUT2 are the outlying points in the second differential array.

• A value of 1 indicates an outlier above N standard deviations from the mean.

• A value of −1 indicates an outlier below N standard deviations from the mean.

• An * indicates that the value at this location is not checked, so it does not matter if it contains an
outlier or not.

• The ramp point increases reading from left to right.

Glitches
Positive glitch at point n in ramp
==================================

ramp point n-1 n ramp point n-1 n

OUT1 * 1 OR OUT1 * 1
OUT2 1 * OUT2 * 1

The second of these checks tends to catch the ‘slow’ glitches, which cover more than one point.

For the first point in the ramp only the second of these tests for positive glitches is done, as there
are no previous points to check.
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Negative glitch at point n in ramp
==================================

ramp point n-1 n ramp point n-1 n

OUT1 * -1 OR OUT1 * -1
OUT2 -1 * OUT2 * -1

No check is done for negative glitches at the first point in the ramp. These will be recorded as a
positive ‘spike’. It remains to be checked whether this is the correct thing to do.

If the number of points in a ramp is NPOINTS, then these checks for glitches can only be done
for n=1 to NPOINTS−2, as there are only NPOINTS−2 values for the second differential. This
means that if the last point of a ramp is an outlier, then it will be reported as a spike, rather than
a glitch. There is no way of telling the difference between a spike at the last point and a glitch.

Spikes
Positive spike at point n in ramp
=================================

ramp point n-1 n

OUT1 1 -1
OUT2 * *

There is a special case for the first point in the ramp, as there is no previous point to check. In this
case if OUT1 is −1 (i.e. a negative outlier) then this is regarded as a positive spike at this point.

Negative spike at point n in ramp
=================================

ramp point n-1 n

OUT1 -1 1
OUT2 * *

It is not possible to distinguish between a negative spike at the first point in the ramp and a
positive glitch at this point. Therefore, no check for negative spikes is performed for the first point.
A negative spike at the first point will be reported as a positive glitch.

4.3.5.4 Glitch handling

The glitches identified using the method described above are removed in the processing. The way in
which this is done is controlled by the values in the LCD1 calibration file. Note that the removal of
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glitched data is done after all glitches have been identified. This means that glitches which occur during
ramps discarded because of glitches in previous ramps are still identified.
For positive glitches all of the ramp following the glitch is discarded, plus the two subsequent ramps.
The section of ramp before the glitch occurred is still used, provided that it has at least the minimum
number of points required for slope fitting (this value is specified in a file and is currently set to 10).
Negative glitches are handled in the same way as positive glitches, except that no ramps are discarded
following the glitched ramp.
The deglitching performed during illuminator flashes is slightly different from the above description. See
Section 4.3.7 for details.
The LSPD file also contains the ‘undeglitched’ data, i.e. the results when there is no discarding of data
due to glitches. The photocurrent for ramps discarded following a glitch are still available in the LSPD
file, but are flagged as ‘invalid’ in the status word.
Information about each glitch detected, including the time, the glitch height and the detector number, is
written into the Glitch History file (LWGH). This file is for informational purposes only. It is not used
as an input for any further processing steps.

4.3.6 Extraction of ramp slopes and conversion to photocurrent

Starting with OLP Version 7 the method used for the ramp extraction is the ‘∆V/∆t’ method described
below. A more detailed description can be found in Leeks 2000, [24].
For each ramp of each detector, the points which have not been discarded by previous stages are processed
as follows:

• The ITK time key for each point is converted into time in seconds relative to the very start of the
ramp (the point where the reset occurred).

• A second order polynomial is fitted to the set of time and voltage values for the ramp. This is done
using a standard least-squares algorithm.

• The initial and final voltages, Vinitial and Vfinal are then estimated as follows:

Vinitial = α + βtinitial + γt2initial (4.2)

Vfinal = α + βtfinal + γt2final (4.3)

Where:

– tinitial is the time of the first point which has been fitted.

– tfinal is the time of the last point which has been fitted.

– α, β, γ are the coefficients of the second order fit.

• The value for ∆V/∆t is then calculated using the following formula:

∆V/∆t =
Vfinal − Vinitial

tfinal − tinitial
(4.4)

• The values of ∆V/∆t are then converted into photocurrents as follows:

Iph = (∆V/∆t).CJF4 (4.5)

Where CJF4 is the capacitance of the JF4 for this detector, which is obtained from the LCJF file.
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In addition to the detector photocurrent, the ‘rms of the detector ramp fit’ is also calculated. This
gives a measure of how well the points in the ramp were fitted by the second order polynomial. In
previous versions of SPL this value was called the ‘uncertainty’ in the photocurrent. However, this was
an inaccurate description and this value should not be used as an uncertainty. The rms of the detector
ramp fit is calculated as follows:

rms = CJF4

√∑
[V (ti) − F (ti)]2

Npoints
(4.6)

where:

• V (ti) is the voltage at time ti.

• F (ti) is the value of the fit at time ti.

• Npoints is the number of fitted points.

• CJF4 is the capacitance of the JF4 for this detector.

The calculated photocurrent and rms of the fit are now written into the LSPD file, together with a time
key, grating and FP positions and other information. The time key assigned is the ITK time value of the
start of the ramp.
If for any reason the photocurrent has not been calculated for this ramp then both the photocurrent and
uncertainty will be set to zero. The most common reason for this is a glitch which has caused all of the
data to be discarded. The status word should also indicated that this point is not valid (see Section 7.2.6).

4.3.7 Illuminator processing

For calibration purposes each observation includes two or more periods when the internal illuminators are
used. The data from these ‘illuminator flashes’ are identified by SPL, processed, and the results written
into an LIPD file. This file is then used as an input to AAL.
Each illuminator flash consists of a ‘dark current’ measurement (which is stricly speaking a dark signal
measurement, see Section 4.4.2), followed by a sequence in which different illuminators are flashed at one
or more different levels, followed by another dark current measurement. For grating scans, at least two
of the illuminator flashes are ‘closed’ flashes, where the FP is moved into the beam. This removes the
source from the beam and means that the dark current measurement during the illuminator flash is a
measure of the dark current/straylight. For FP scans all flashes will be ‘closed’ flashes.
The processing of the ramps in illuminator flashes is identical to the processing of ramps of science data,
as previously described. The only difference is in the handling of glitches. The LCD1 file contains a
separate set of parameters which control the handling of glitches during illuminator flashes. The current
setting of these parameters (Version 8 of the LCD1 file) means that the whole of a glitched ramp will be
discarded, but no subsequent ramps are discarded.
After each ramp in the illuminator flash has been processed it is written into the LIPD file. The LIPD
file is analogous to the LSPD file, except that it contains data from illuminator flashes rather than
science data. The LIPD file contains the photocurrents for each ramp for each detector, plus auxiliary
information such as the value of the illuminator commanded status word and the illuminator current.

4.4 Auto-Analysis Processing Steps

4.4.1 Absolute responsivity correction and responsivity drift correction

The LWS photoconducting detectors usually drift upwards in responsivity with time owing to the impact
of ambient ionising radiation. This drift in responsivity must be corrected for before co-adding of indi-
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vidual scans. This is referred to as the responsivity drift correction.
The absolute flux calibration on the other hand, involves referring the responsivity of the detectors at
the time of the observation to the responsivity at the time of the calibrator (Uranus) observation. This
is referred to as the absolute responsivity correction.
Both corrections make use of the response to a standard illuminator flash sequence performed before

and after each observation. The following sections describe how these corrections are performed.
From Version 7 of the pipeline onwards the responsivity drift correction was only performed for AOTs
L01 and L03. This is because the correction did not work very sucessfully for L02 and L04 AOTs. The
keyword LORELDN in the LSAN header indicates if the responsivity drift correction has been performed
or not.

4.4.1.1 Grouping of data

Before these corrections are applied, the data must be divided into ‘groups’. Each group will have a
separate responsivity drift correction and absolute responsivity correction calculated and applied. The
LGIF, group information file, contains one record for each group. The LGIF file identifies the start and
end ITK of each group and also records information which is constant over the group. This includes the
absolute responsivity and responsivity drift correction information for the group.
The grouping of data depends upon the AOT type. The easiest way of describing the grouping is to
define the condition for the current group to end and a new group to start. A new group starts when:

1. An illuminator flash occurs.

2. A new raster position starts. This is checked for by looking for changes in the raster point ID.
However, in the case of solar tracking observations the raster point ID is ignored as it can change
even when the raster position is the same.

3. The observation is an L03 and the grating position changes. A small amount of variation in the
grating position is allowed before it is regarded as ‘changed’. This is because only the grating
measured position is available and this is subject to small fluctuations even when at the same
nominal position.

For each group identified, a single reference time is calculated. This is the point at which the absolute
responsivity correction will be calculated for the group. It is also the point where the responsivity drift
correction will be normalised.
The reference time is simply half way between the time of the start and end of the group. This reference
time is written into the LGIF file.

4.4.1.2 Absolute responsivity correction

Processing of illuminator flashes
The first stage of the absolute responsivity correction is to process each illuminator flash in the observa-
tion. The aim is to find for each flash the ratio between the detector photocurrents from the flash and
the reference photocurrents stored in the LCIR calibration file.
Only the ‘closed’ illuminator flashes are used for the absolute responsivity correction. However, all
illuminator flashes are first processed using the same method. The results of processing each flash are
written into the LIAC file. This file contains one record for each flash in the observation.
The data for all illuminator flashes in each observation are read from the LIPD data file produced by SPL.
This file contains the detector photocurrents for each ramp in each flash, plus the illuminator commanded
status word and other information.
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Background determination
The first stage of processing an illuminator flash is to determine the background photocurrent for each
detector. These backgrounds will also be used in the dark current/straylight subtraction stage (see
Section 4.4.2). The background value for each detector for each flash is written into the LIAC file.
The method for determining the background is as follows:

1. Extract the set of detector photo currents in the LIPD file corresponding to the background mea-
surement taken at the start of the flash.

2. Perform median clipping on the set of photo currents for each detector This is to remove spurious
values due to undetected glitches. See below for a description of median clipping. The keyword
LCIRNSDB in the LCIR file header gives the number of standard deviations to use for median
clipping of the background.

3. Average the set of photo currents for each detector to determine a single background value for each
detector.

The uncertainty to be associated with this value is given by σ/
√

n for the set of averaged photo
currents. If there are less than three photo current values then the maximum of the individual
photo current uncertainties is used.

Median clipping
The purpose of median clipping is to remove any outlying values from a set of measurements of the same
value.
There must be at least five values for median clipping to be performed.
The method for median clipping is as follows:

1. Calculate the median value of the set of points.

2. Calculate the standard deviation of the set of points, omitting the highest and lowest values in the
set.

3. Check each point and reject any that are more than a predetermined number of standard deviations
above or below the median value. The number of standard deviations depends upon the data which
is being median clipped.

Ratioing against reference data
For each illuminator flash a single absolute responsivity ratio is calculated for each detector. This is done
by ratioing the photocurrents in the illuminator flash against reference flash data in the LCIR calibration
file. The final ratio for each detector is written into the LIAC file.
The method for calculating the ratio for each detector depends on the kind of illuminator sequences
performed in the observation. There was a major change in the on-board illuminator operations after
ISO revolution 442. For all observations performed after revolution 442, the number of integrations
performed for each illuminator were increased from 8 to 24.
Before revolution 442
Prior to ISO revolution 442 the removal of points affected by glitches sometimes left just three or four
points for an individual illuminator, making it almost impossible to apply the OLP Vesion 10 weighted-
average method (see below). Therefore, even in OLP Version 10, these data are still processed using the
’OLP 8’ illuminator processing method.
This method relies on using the point-by-point ratio of detector photocurrents from the measured and
references flashes. The following sequence of steps is performed:
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1. Determine the ‘type’ of the illuminator flash for the current observation. The illuminator flash type
is determined from the revolution number of the observation. The LCIR file header should describe
each of the possible flash types and the range of revolution numbers in which they occur.

2. Locate the start of the data for the appropriate flash type in the LCIR file.

3. Locate the start of the illuminator flash data in the LIPD file. The data from the background
measurement at the start of the flash are skipped.

4. For each photo current value for each detector in the LIPD file, subtract the appropriate background
(see Section 4.4.1), then divide by the corresponding entry in the LCIR file. Continue until no more
entries remain in the LCIR file.

Skip any photocurrent values which are set to zero in the LIPD file or the LCIR file. Skip any
values for which the status word in the LCIR file indicates that it should be ignored.

If, while doing this, data are found to be missing from the LIPD file then jump to the start of
the next illuminator level in the LIPD and LCIR files. Missing data are detected by a mismatch
between the illuminator commanded status value in the LIPD and LCIR records. The warning
message ‘LIMM’ is issued each time this occurs. Data may be missing from the LIPD file because
of telemetry dropouts or frame checksum errors. The LCIR file should not have any missing data.

5. Perform median clipping on the set of ratios calculated for each detector. This is to discard outliers
due to undetected glitches etc. See Section 4.4.1.2 for a details of median clipping. The value of the
keyword LCIRNSDF in the LCIR file header gives the number of standard deviations for median
clipping.

6. Find the average of the remaining ratios for each detector. The result is a single responsivity
correction factor for each detector. The uncertainty for each value is calculated using the standard
error formula (σ/

√
n).

After revolution 442 (the ‘OLP 10’ method)

For observations performed after revolution 442, with the new illuminator scheme, the ‘OLP 10’ method
is used. It calculates the detector response correction factor using weighted-averages of the photocurrent
ratios. The key processing steps are as follows:

1. Calculate the point-by-point ratio of the photocurrent in the observed flash sequence and the
reference flash sequence.

2. Group these ratios according to the illuminator in operation. Five such groups will occur because
there are five illuminators.

3. Calculate the variance of each group of ratios.

4. Calculate the weighted-average of these ratios, using the variances of the groups as weights.

5. Repeat steps 1 to 4 for all other flashes in the observation.

6. Calculate the average of the correction factors from all flashes in the observation.

These steps can be expressed in the following equations:

R(d, j) =

∑5
i=1

[
r(d,i,j)
σr(d,i,j)

]2
∑5

i=1

[
1

σr(d,i,j)

]2 (4.7)
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R(d) =

∑N
j=1 R(d, j)

N
(4.8)

where r(d, i, j) and σr(d, i, j) are the response correction factor and standard deviation respectively for
detector d, illuminator i and flash j; R(d, j) represents the weighted average of the response correction
factor for detector d and flash j; and R(d) is the final response correction factor for detector d after
averaging over the N flashes in the observation.

This method is expected to be an improvement on the ‘OLP 8’ method because the response of the
LWS detectors is known to be transient (Fouks 2001, [16] and Caux 2001, [5]), leading to a characteristic
signature of the detector photocurrent for each illuminator as shown in Figure 4.4. In other words the
scatter of photocurrent ratios for a given illuminator is not just pure statistical noise but is instead a
systematic feature of the given detector.

Figure 4.4: Illuminator flash sequence photocurrents for detector SW5 in one observation carried out after
ISO revolution 442 (white plus symbols). The reference illuminator flash data for this detector are shown
as red plus symbols. The x-axis is a measure of the LWS on-board instrument time, ITK (Instrument
Time Key).

Figure 4.5 shows the spectrum of NGC 7027 respectively after application of both the ‘OLP 8’ and
‘OLP 10’ methods of illuminator processing. The level of continuity across the detectors in the ‘OLP 10’
method can be clearly seen. Numerous other test cases and examples have confirmed the superiority of
this method. We therefore conclude that the new illuminator processing method as implemented in OLP
Version 10 is superior to the one in OLP Version 8 and leads to better stitched spectra. For off–axis point
sources in the LWS beam or for extended sources, any residual discrepancy present between adjacent
detectors, especially in the SW detectors, is most likely to be the result of the asymmetric LWS beam
profile (Lloyd 2001, [28]).

Performing correction

Once all illuminator flashes have been processed the absolute responsivity can be derived.
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Figure 4.5: Comparison of ‘OLP 8’ and ‘OLP 10’ methods of illuminator processing for NGC 7027.

For each group identified in the LGIF file the absolute responsivity ratio for each detector at the reference
time is calculated. This is done using the data from the two closed illuminator flashes which surround
the reference time. For each detector the absolute responsivity correction factor is calculated by doing
a linear interpolation in time between the values at the two surrounding closed illuminator flashes. The
uncertainty in this value is calculated as the highest of the uncertainties for the two surrounding values.
The value of the correction factor and its uncertainty are written into the LGIF file.

The absolute responsivity correction is then performed on all of the science data within the group by
subtracting the dark current from the detector photocurrent and then simply dividing the result by the
absolute responsivity correction factor.

4.4.1.3 Responsivity drift correction

The responsivity drift correction corrects for the ‘drift’ in responsivity during an observation. The drift
is obtained from the information in the LSCA scan summary file. The responsivity drift is calculated
separately for each group of data identified in the LGIF file.

The responsivity drift correction is only performed for AOTs L01 and L03. No drift correction is performed
for AOTs L02 and L04.

Generation of LSCA, scan summary file

The LSCA scan summary file contains summary information for every scan in the observation. This
includes a value which represents the signal level over the whole scan. This is calculated by finding the
average signal per point in the scan. The signal values used are the values from the LSPD file, before any
further processing. Any values which are marked as ‘invalid’ in the LSAN status word are not included
in this average.

For each scan a reference time is also calculated. This is simply the mid point between the times of the
start and end of the scan.
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Note that for L02 photometric observations no LSCA file is produced. This is because no responsivity
drift correction is needed on this data. Also, since AAL regards each point in a photometric observation
as a single scan, the LSCA file would be very large and would contain the same information as the LSAN
file.
Determination of drift slope
For each group of data identified in the LGIF file a separate drift slope is calculated for each detector.
The method is as follows:

1. Identify the data in the LSCA scan summary file which lie within the time range of the group.

2. Discard any data from the LSCA file which does not correspond to a ‘full’ scan. The last scan in
a measurement is often a ‘short’ scan where the mechanism only covers a fraction of the previous
‘full’ scans.

Short scans are identified by comparing the total number of points (ramps) in each scan with the
number of points in the first scan in the group. The first scan of a group is assumed to be a full
scan. If the number of points in a scan is below half of the number in a full scan then it is classified
as a short scan and discarded.

Note that the total number of ramps in a scan can also vary because of missing frames of telemetry
data.

3. For each of the full scans identified in the LSCA file, for each detector, fit a first order polynomial
to the set of average signal values against reference times. This is done using a least squares fitting
algorithm. The coefficients of the fitted slope are written into the LGIF file. The coefficients give
the LSPD value at the reference time for the group and the gradient of the slope in LSPD units
per time unit.

Note that in certain cases there may be insufficient valid data to determine a drift slope. This can happen
for the inactive detectors in FP observations. The flag LGIFRSTA in the LGIF file indicates when this
happens. In this case no responsivity drift correction is performed.

Performing correction

Once the drift slopes have been calculated for each detector in each group the responsivity drift correction
can be applied.
For each group identified in the LGIF file the corresponding flux data are corrected. The method for
correction is as follows:

1. Find the Y value of the drift slope for the appropriate detector at the time of the point to be
corrected.

2. Divide this by the Y value of the drift slope at the reference time for the group. This gives the
relative drift normalised to the reference time of the group.

3. Divide the flux value by the ratio determined above. The uncertainty in flux value is not changed.

4.4.2 Dark current/background straylight subtraction

Each observation contains at least two ‘closed’ illuminator flashes. During these illuminator flashes the
wheel is set to an opaque position, removing the flux contributions due to the source. This is achieved
by placing one of the FPs in the beam with the etalons misaligned. For grating observations, at least the
first and last flashes in the observation will be closed flashes. For FP observations, all flashes are closed
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flashes since the FP is already in the beam and the etalons are misaligned before the illuminator flash is
taken.
The background measurements during these closed illuminator flashes are a measure of the ‘dark signal’
at the time they were taken. (The ‘dark signal’ is the sum of the dark current and straylight). There is a
separate background value for each detector. The values for the background measurements for the closed
illuminator flashes are calculated using the information in the LIPD file. See Section 4.4.1 for details of
how the background values are calculated. The backgrounds for each illuminator flash in the observation
are written into the LIAC file. The closed illuminator flashes in the LIAC file are identified by the wheel
absolute position field being set to either 0 (FPS) or 2 (FPL).
Between each pair of closed illuminator flashes in the observation a single dark current/straylight value
is calculated for each detector. This is done by taking the mean of the two values from the surround-
ing flashes. The uncertainty in this value is given by the maximum of the two uncertainties from the
surrounding flashes.
The dark current/straylight value is then subtracted from all of the detector photocurrent values between
the pair of illuminator flashes. The uncertainty in the photocurrent is calculated by adding the uncertain-
ties in the dark current/straylight and input photocurrent in quadrature. The dark current/straylight
value subtracted from each scan is written into the scan summary file (LSCA). See Section 7.2.7.4 for
details of the LSCA file.
From Version 8 onwards OLP uses a fixed dark current for processing of Fabry-Pérot data (AOTs L03
and L04). In OLP Version 10, for grating observations AAL checks each scan of each detector to see if
the fixed dark current produces a better result (i.e. flux less negative) than the measured dark current.
If this is the case then the fixed dark current is used instead of the measured dark current.
The values for this fixed dark current (one value per detector) have been determined as explained in
Section 5.4 and are stored in the LCDK calibration file.

4.4.3 Grating scan wavelength calibration

The grating mechanism positions are converted into wavelengths at this stage. The input to this stage is
the grating measured positions (LVDT readouts) and the calibration information in the LCGW file (see
Section 7.3.2 for a description of the LCGW file). The conversion is performed by means of an algorithm.
The coefficients required for the algorithm are stored in the LCGW file.
It has been found that the relationship between LVDT and wavelength changed over time. The LCGW
file therefore contains different coefficients for different time periods.
The wavelength conversion is performed in two steps. The first step is to calculate the input beam angle
to the grating, Θi, for all ten detectors. This is calculated using the following formula:

Θi = C0 + C1 · LV DT + C2 · LV DT 2 + C3 · LV DT 3 (4.9)

Where:

1. LVDT is the grating measured position.

2. C0, . . . , C3 are the time varying coefficients of the fit. These are obtained from the LCGW file.

The input beam angle is then converted into wavelength for each detector by applying the grating equation
and the geometry applicable to that detector. This is done using the following formula:

λ =
sin(Θi) − sin(Θdet − Θi)

Nlines . Order
(4.10)

Where:
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1. Θi is the input beam angle.

2. Θdet is the detector angle, obtained from the LCGW file.

3. Nlines is the number of lines per µm on the grating. This is a fixed value, obtained from the
LCGW file.

4. Order is the fixed order number for the detector. This is 1 for the LW detectors and 2 for the SW
detectors.

4.4.4 Grating spectral responsivity calibration

The efficiency of the LWS as a spectrometer varies with wavelength, mainly due to the bandpass filtering
incorporated into each detector unit and the spectral response of the detector itself.

The Grating Relative Responsivity Wavelength Calibration file, LCGR (see Section 7.3.2), contains a
spectrum of the relative response of the instrument in grating mode (The way the file is derived is
described in Section 5.2). The wavelength for each point in the spectrum is looked up in this table and
the corresponding responsivity value read. If no exact wavelength match is found within the table then
a responsivity value is calculated by linear extrapolation between surrounding wavelength entries. The
responsivity corrected flux then is calculated by dividing the flux by the responsivity value.

From OLP Version 7 the wavelength range in the LCGR file was extended compared to the previous ver-
sions. This is to allow for wavelength identification of features on overlapping detectors (See Figure 2.5).
The relative photometric calibration at the edges of the range is very poor. Many detectors have a ‘steep
sided’ spectral response which makes the removal of the response uncertain. Also the steep sides enhance
the effect of transient responses and the low throughput at the edges of the response curves leads to low
signal-to-noise ratios. This region should therefore not be used for anything except wavelength identifi-
cation of features. Data in this region can be identified by means of the ‘grating spectral responsivity
warning’ flag in the LSAN status word (see Section 7.2.8). When this warning flag is set this indicates
that the data point has poor calibration and should not be used for anything other than wavelength
identification. The wavelength ranges for which the LCGR calibration is nominal are also specified by
keywords in the LCGR header (see Section 7.3.2.)

4.4.5 Spectral bandwidth correction

This correction only concerns grating scans. (For the corresponding correction for the FPs, see Sec-
tion 4.4.7.)

The LCGB calibration file contains the spectral element size and uncertainty for each of the ten detectors.
Auto-Analysis simply divides the flux for each detector by the appropriate spectral element size to perform
the correction. The new flux uncertainty is calculated using the standard error formula.

The values of the spectral element sizes and uncertainties are written as keywords into the header of the
LSAN file. Keywords LCGBddd contain the spectral element size for detector ddd (ddd=’SW1’...’LW5’),
while keywords LCGBUddd contain the corresponding uncertainties.

4.4.6 Fabry-Pérot scan wavelength calibration

The wavelength calibration of a FP scan is done using a parametrised algorithm for the FP wavelength
calibration. The wavelength calibration for FP spectra is done as follows:

1. The grating position (LVDT value) is converted to wavelength using the algorithm specified above
for the grating scan wavelength calibration (Section 4.4.3).
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2. For every point in the scan the position value of the FP is converted into a gap of the two Fabry-
Pérot etalons. This is done using the third order polynomial:

d = C0 + C1 · POS + C2 · POS2 + C3 · POS3 (4.11)

where d is the gap of the FP etalons, POS is the FP position value (as stored in the SPD product
file (see Section 7.2.5), and C0, C1, C2 and C3 are the FP wavelength calibration parameters read
from calibration file LCFW (see Section 7.3.2).

3. The first point of the scan is then used to determine the order the FP was working at for this
scan. For this the wavelength determined from the grating position is taken as the approximate
wavelength of the first point of the spectrum. The order is then calculated from:

m = INT (
2d

λ
) (4.12)

where m is the order of the scan, d is the gap of the FP etalons and λ is the wavelength. INT
means the integer part of this division.

4. Using the order calculated in the previous step, all Fabry-Pérot gaps for the points in the spectrum
are converted to wavelength using:

λ =
2d

m
(4.13)

4.4.7 Fabry-Pérot throughput correction

From OLP Version 8 onwards, the FP spectral responsivity calibration has been replaced by the FP
‘throughput’ correction, which is the product of the FP transmission multiplied by the FP resolution
element. The method of calibrating the total throughput of the FP’s has been devised using Mars
as a calibration standard. This method uses a fitted polynomial between the wavelength and the FP
throughput and the results are FP fluxes in units of W cm−2 µm−1.
The grating spectral responsivity calibration, described in Section 4.4.4, is also applied to FP data.

4.4.8 Velocity correction to wavelength

The wavelengths calculated in the previous stages are corrected for the velocity of the spacecraft and
earth towards the target. The header of the LSPD file contains keywords which specify this velocity at
three points during the observation. These keywords are written by a subroutine written by ESA which
is external to the LWS pipeline (TREFDOP1 to 3). The velocity at each mechanism position in a scan
is calculated by interpolating in time between the three given values. A second order curve fit is used for
the interpolation. Once calculated, the coefficients of this fit are written into the LSAN header as the
keywords LVCOEFFn (n=0-2).
The wavelength at each mechanism position is then corrected using the following formula:

λCorrected = λ + λ
V

C
(4.14)

Where:

• λ is the wavelength to be corrected, in µm.

• V is the velocity of the spacecraft and earth towards the target, in km/s.

• C is the speed of light in km/s.
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4.4.9 Write LSNR data product (only in OLP versions earlier than 8)

Up to OLP Version 7, the absolute responsivity and the responsivity drift corrections were determined at
the end of AAL. Therefore at this stage, before these corrections, the results of the previous calibration
steps were written into the first product file produced by Auto-Analysis, named LSNR. This file was
identical in structure to the final LSAN file, apart from a few minor differences. This file was provided
to give observers access to the data before the absolute responsivity correction and responsivity drift
corrections were applied. In a few cases these corrections did not work sucessfully. The LSNR file
provided an alternative product file for those cases. After OLP Version 8 the responsivity corrections are
performed at the start of the pipeline.

4.4.10 Calculation of uncertainties

The LSAN file contains the field LSANFLXU which gives the estimation of the systematic flux error. The
calculation of the uncertainty is detailed below, for the grating (AOTs L01 and L02) and the Fabry-Pérot
(AOTs L03 and L04).

4.4.10.1 Grating continuum flux error estimation

The grating flux is given by:

F (λ) =
P (λ) − D

fR R(λ) ∆λ(λ)
(4.15)

where P (λ) is the photocurrent; D the dark current; fR the responsivity correction factor from illumina-
tor operation; R(λ) the detector responsivity from the LCGR file (Acm2 W−1) and ∆λ(λ) the equivalent
width of the grating resolution element at this wavelength.

We can write the associated uncertainty as:
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and
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δR/R is the statistical error in the LCGR file. Since this error does not depend on the observation, from
OLP Version 10 it is left out of the error calculation. This term is thus set to zero. The user is referred
to Section 5.2 for an estimate of the uncertainty of the relative response function (LCGR file). The value
of ∆F (λ) is thereby calculated absolutely using equation 4.16 and placed in the LSAN.LSANFLXU tag.

4.4.10.2 Fabry-Pérot continuum flux error estimation

For the Fabry-Pérot the flux is given by:

F (λ) =
P (λ) − D

fR Rg(λ) G(λ) ηFP (λ) ∆λFP (λ)
(4.19)
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where, in addition to the definitions above, Rg(λ) is the detector responsivity in grating mode at this
grating setting (the RSRF value in Acm2 W−1); G(λ) the relative height of the grating resolution ele-
ment profile at this wavelength; ηFP (λ) the Fabry-Pérot efficiency at this wavelength and ∆λFP (λ) the
equivalent width of the Fabry-Pérot resolution element at this wavelength (in µm).
We can write the associated uncertainty as:

∆F (λ) =
(
∆
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fR Rg(λ) G(λ) ηFP (λ) ∆λFP (λ)
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(4.20)
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Notice here that the error is quoted for the product ηFP ∆λFP (λ). This is because the new method of
calibration for the FP throughput cannot distinguish between the contribution from the transmission of
the FP and that of the resolution element of the FP. Also from Version 8 of the OLP onwards, the grating
resolution element correction was not done; therefore, G(λ) drops out. The equivalent equations for the
error arising from the photocurrent and dark current are therefore:

∆
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and

∆
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All the terms except δηFP ∆λFP (λ) are known; this is calculated from a fit to the error values in the orig-
inal derivation of the ηFP ∆λFP (λ) parameters. The absolute flux error placed in the LSAN.LSANFLXU
tag is therefore:

∆F (λ) =
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(4.24)

Note that in this case also δR/R is set to zero in OLP Version 10 (see last paragraph of Section 4.4.10.1).
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4.5 Processing of the Parallel and Serendipity Modes

The approach to the processing of parallel and serendipity data is essentially the same as for the prime
data and, whenever possible, the same algorithms and calibration files are applied (Swinyard et al. 1998,
[40]; Burgdorf et al. 1998, [4]). For the SPD level product, the first stage of obtaining the slope of the ramp
is not required. However the same engineering conversions are then applied to obtain a photocurrent.
Only a small adjustment for the difference in slopes, obtained from 1 s (parallel/serendipity) and 1/2 s
(prime mode) ramps, is also applied at this stage.

Table 4.1: The LWS grating rest position wavelengths.

Detector Wavelength Width of resolution Dark Current
[µm] element [µm] [×10−16 A]

SW1 46.2 0.29 4.35
SW2 56.2 0.29 1.89
SW3 66.1 0.29 1.91
SW4 75.7 0.29 0.86
SW5 84.8 0.29 1.21
LW1 102.4 0.6 2.22
LW2 122.2 0.6 0.03
LW3 141.8 0.6 0.29
LW4 160.6 0.6 1.74
LW5 178.0 0.6 1.28

4.5.1 Dark current subtraction and drift removal

Once the photocurrents have been obtained, the next stage is to remove the dark current. For prime mode
grating data this is done by measuring dark current values prior to the illuminator flashes which take place
at the start and end of each observation and subtracting the average. All dark current measurements
were checked for trends and it was found that the dark current has remained at a stable value throughout
each revolution of the ISO mission. The rare exception being that transient effects after observing bright
sources sometimes led to higher than normal values. A similar monitoring exercise was done with parallel
and serendipity data. The dark values were defined as the mininum photocurrents consistently obtained
and these were implemented as one dark current value per detector. These values (see Table 4.1) were
found to be lower that those found in prime mode (see Section 5.4) and were applied as a fixed dark
removal in the parallel/serendipity pipeline.
From inspection of prime mode illuminator flashes, the responsivity of the LWS detectors is known to
vary during a revolution, the net effect being a linear drift upwards, restored by a bias boost peformed
during the handover period in the middle of a revolution, and another linear drift in the second part of
the revolution (Lim et al. 1998, [26]). The calibration of the detector responsivity relies on a simple ratio
between the response to the illuminators found at the time of a particular observation and that used as
a reference. However, as serendipity and parallel observations did not have dedicated illuminator flashes
a different approach had to be found. For each half revolution all illuminator flashes were linearly fitted
to obtain responsivity drift coefficients for that revolution. The parallel and serendipity data were then
calibrated by using the interpolated responses of the detectors. For revolutions where there are no prime
mode observations, a standard responsivity drift defined by averaging all revolutions, is applied.
In prime mode the grating or FP is moving constantly hence the detector receives a constantly changing
signal. In parallel mode the grating remains at a fixed position and therefore it was possible to apply a
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transient correction to the data. The wavelength determination was done by lookup table as all the data
were taken at the grating rest position and this remained stable throughout the ISO mission. Each data
point has a bandwidth of one grating resolution element (see Table 4.1). The units of both parallel and
serendipity products are in MJy sr−1 as a correction is made for the beam profiles (see Section 5.9 or
Lloyd 2000, [27]).
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Chapter 5

Calibration and Performance

5.1 Introduction

We describe here the performance of the instrument together with the calibration processes conducted
to convert the raw digitised signal into wavelength and absolute flux units, as well as those designed to
derive any instrument characteristics needed to assess the quality of the data and the performance of the
instrument.
Some of the calibration processes described here are meant to derive the calibration files which are used
in the pipeline processing; others are used to characterise the instrument behaviour.

The calibration of the data comprises different steps:
- The conversion of the raw digitised signal from the detectors and mechanisms into photocurrent at each
mechanism position is termed Derive-SPD (Standard Processed Data) (see Section 4.3); it was designed
during ground testing and verified in the early phase of the ISO mission. The first stage of processing
therefore requires no astronomical calibration and will in general not be discussed here.
- The conversions of mechanism position into wavelength on one hand, and of photocurrent into absolute
flux units on the other hand, do require astronomical calibration. These conversions are performed as far
as possible in Auto-Analysis (AAL - see Section 4.4).
However, the pipeline processing only derives the true flux for point like sources at the centre of the LWS
field of view because it makes no attempt to correct for the angular response of the instrument, (i.e. the
beam shape, see Section 5.9), or for any anomalous instrument behaviour such as the channel fringing
seen on the spectra of extended or off-axis sources. The fringes and other unwanted effects are described
in Chapter 6 and can be corrected for by using dedicated interactive software in LIA (LWS Interactive
Analysis - see Section 8).

The accuracy achieved with the calibration and the derived instrument characteristics are given in the
tables included in this chapter. Typical accuracy numbers are summarized in Table 5.1.

For a list and a description of the calibration files, we refer to Section 7.3.

5.2 Absolute Flux Calibration and Grating Relative Response

Both the absolute flux calibration and the relative spectral response function (RSRF), i.e. the relationship
between flux and photocurrent in grating mode, have been established using observations of Uranus
and a Uranus spectral model. The semi-empirical spectral model of Uranus, used as the LWS prime
flux calibrator, originates from a synthesis of results from the Voyager Infra-Red Imaging Spectrometer
(IRIS)(4–50 µm) and the JCMT near-millimetre UKT14 3He bolometer receiver (0.35–2.0 mm). The
blue curve in Figure 5.1 represents the whole disk IRIS brightness temperatures extended to 200 µm

57
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Table 5.1: Typical accuracies of the different modes of the LWS

Mode Wavelength accuracy Photometric accuracy

Grating 0.25 resolution elem. point sources: 10%–20% depending on flux and detector
(L01 & L02) 0.07 µm for SW1–SW5 extended sources: 50%

0.15 µm for LW1–LW5

Fabry-Pérot FPS: 6 km s−1 line intensity: within 20%
(L03 & L04) FPL: 13 km s−1 continuum: to be scaled to the grating flux

using a radiative transfer atmospheric model (Conrath, private communication, 1996). This model had
a composition of (85 ± 3)% H2 with the remainder being He, apart from 2.3% of CH4 deep in the
troposphere. Griffin & Orton 1993, [19] used JCMT data to extend their own atmospheric model down
to far-infrared wavelengths (green curve). It can be clearly seen that in order to achieve consistency
between these two results in the LWS wavelength range it is necessary to add a 0.5 K offset to the
near-millimetre brightness temperatures (red curve). Since the calibration of Uranus data in the near-
millimetre range is based on the Mars model of Wright 1976, [46] the introduction of a 1% offset is well
within the estimated absolute calibration error.

Hence the adopted model of Uranus for calibrating LWS data, shown in Figure 5.1 as diamonds, is simply
the Griffin & Orton 1993, [19] model with the 0.5 K offset. The smooth featureless continuum spectrum
makes it ideal for calibrating LWS data. The error associated to the model is considered to be around
5%.

Uranus model spectrum
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Figure 5.1: Uranus model used in the LWS photometric calibration.
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The calibration spectrum is composed of scans from fifteen L01 observations of Uranus, obtained between
revolutions 321 and 874.

Table 5.2: Observations of Uranus used to derive the RSRF.

TDT Uranus Number Comments
angular diameter of scans

32103705 2.439 4 OK
32803601 2.410 4 OK
33503801 2.360 4 OK
34901201 2.310 4 OK
34901605 2.310 4 OK
35601101 2.280 4 OK
53802611 2.375 4 OK
54403301 2.399 6 OK
55205305 2.410 6 OK
69800902 2.380 12 OK
70601702 2.340 6 affected by detector warm up, only used SW1–LW1
72002004 2.290 12 affected by detector warm up, only used SW1–LW1
73401302 2.230 12 OK
73800302 2.220 12 OK
87401402 2.210 10 OK

Scans were extracted from each observation so that the number of scans in each direction was equal;
i.e., for an observation with 7 scans, only the first three forward scans were extracted. A standard dark
current value was then subtracted from each scan. Each scan was scaled to the first scan in the revolution
321 using the mean of all the points in the scan as a scaling factor. The scans were averaged using a
median clipped mean, clipping at 3σ before division with the model.

5.2.1 Absolute flux calibration

The absolute flux calibration is performed by applying to all LWS observations the photocurrent to flux
relationship derived from Uranus. It also involves referring the responsivity of the detectors at the time
of the observation to the responsivity at the time of the calibrator (Uranus) observation. This is referred
to as the absolute responsivity correction (described in detail in Section 4.4.1).
For each illuminator flash a single absolute responsivity ratio is calculated for each detector. This is
done by taking the ratio between the signal measured when the illuminators were operated during an
observation and the signal in the reference flash data in the LCIR calibration file. This reference flash
calibration file was created as follows: previous versions of the RSRF file had relied on a special observation
of Uranus taken in rev 317. Uranus was scanned many times, followed by five sequences of each of two
types of illuminator flash (types 2 and 3; see Table 5.3). The two averaged sequences were then compared
with the Uranus observations during those time periods to adjust them to the reference responsivity at
the time of the first scan in revolution 321. These form the reference sequences in the LCIR calibration
file. A further illuminator sequence (type 1) was used by LWS before the time Uranus was observed. To
generate this entry in the LCIR file, sequences from observations of the HII region G298.228−0.331 during
this time period were averaged together to form a reference sequence. This was then calibrated to the
Uranus sequences using observations of the HII regions G298.228−0.331 and S106 and of the planetary
nebula NGC 6302 taken during the three time periods denoted by different sequence types.
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Table 5.3: The three illuminator sequence types

Illuminator sequence type Revolutions used Description

1 0–236 8 x 0.5 s ramps at levels 100 and 220
2 236–380 4 x 1 s ramps at levels 100 and 220
3 442–875 24 x 0.5 s ramps at level 180

To ensure that the power from the illuminators did not change during the course of the mission, weekly
observations were made of a series of astronomical sources and the signal from these compared to that
from the illuminators (Lim et al. 1998, [26]).

5.2.2 Relative spectral response function

The Uranus data described above are also used to establish the response of the instrument as a function
of wavelength in grating mode - the Relative Spectral Response Function or RSRF. This is tabulated and
stored in the LCGR calibration file, the content of which is shown for the 10 detectors in Figure 5.2. The
basic conversion between photocurrent and flux for all LWS data is carried out using this calibration file.

Figure 5.2: Relative Spectral Response Function (RSRF) shown for the 10 detectors. This data is stored
in the LCGR calibration file.
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5.3 Fabry-Pérot Flux Calibration

The flux calibration in Fabry-Pérot mode is more complex than for the grating. Ideally the relationship
between photocurrent and flux for the Fabry-Pérots would have been directly established using obser-
vations of sources with known spectral characteristics. However, the transmission of the Fabry-Pérots
is such that only the very brightest objects (Jupiter and Saturn) would have made suitable candidates
for such observations. These have relatively poorly known far-infrared spectra and, even with sources as
bright as these, the observations would have been prohibitively long. Therefore a boot strap method is
used whereby the photocurrent is first converted to flux using the grating mode relationship and the sig-
nals from the illuminator operations; this also removes the signature of the instrument RSRF in grating
mode.
From OLP Version 8 onwards, a ‘throughput correction’ is applied, thereby giving the FP flux in units
of W cm−2 µm−1. The throughput correction is the FP transmission multiplied by the FP resolution
element, the two factors being undissociable in continuum observations; this has been derived using Mars
as the calibrator.
The Fabry-Pérot photometric calibration is derived from observations of Mars made with the FPs set at
a fixed gap and the grating scanned over its full range. In this observation mode the various order and
wavelength combinations of the FP are selected as the wavelength falling onto the detectors changes due
to the grating movement. An example of the output data are shown in Figure 5.3. The peaks of the
orders represent the convolution of the instrument relative spectral response (RSRF), the spectrum of
Mars and the product of the transmission efficiency T (λ) and effective spectral element width η(λ) of the
FP used.

Figure 5.3: Derivation of the FPS throughput with Mars ‘mixed-mode’ observations. Red line: Third
order polynomial fit to the peaks. Blue lines: ± 1 σ.

With knowledge of the instrument spectral response from grating measurements and a model of the



62 CHAPTER 5. CALIBRATION AND PERFORMANCE

Figure 5.4: Derivation of the FPL throughput with Mars ‘mixed-mode’ observations. Note the break
around 110 µm between LW1 and LW2. Red line: Second order polynomial fit to the peaks. Blue lines:
± 1 σ.

Martian spectrum the instrument and input spectrum can be removed giving the FP η T function versus
wavelength which can be deduced by fitting the peaks with a low order polynomial (see Figure 5.3). In
the case of the FPS this is a straightforward fit and there is no dependence on detector or grating order.
For the FPL the situation is more complex as there is an apparent break between the detectors up to and
including LW1 and from LW2 through LW5 (see Figure 5.4). This break has no explanation at present,
but it is clearly present for all FPL observations and the derived calibration coefficients do correct for it.

The derived coefficients of η T (λ) for FPS and the two sections of FPL (SW4–LW1 and LW2–LW5) are
stored in the calibration file LCTP and used in Auto-Analysis to correct all FP data to W cm−2 µm−1.

5.4 Dark Current Determination

In the pipeline processing, the dark current is taken as the average of the two dark current measurements
performed respectively at the begining and at the end of each observation. However, it is known that
this estimate of the dark current can sometimes give erroneous results when subtracted from the data,
due to an intrinsic uncertainty in the measurement of the dark current. This sometimes leads to negative
flux values. In such cases, OLP Version 10 choses either the dark current measurement attached to the
observation, or a ‘fixed dark current’ that was determined in dedicated calibration observations, whichever
gives the best result, i.e. the less negative values after the dark subtraction. There is also the possibility
to redo the dark current subtraction in LIA with the dark current chosen by the user.

The fixed dark current has been determined by three independent methods:
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• Two long measurements of the dark background were taken with one of the Fabry-Pérots in the
beam with its etalons set non-parallel. The first measurement was taken straight after the mid-
revolution detector curing procedure and the second in the last hour before the close of the LWS
science window.

• Routine checks of the dark current were made near apogee in every revolution to monitor long
term trends in the detector behaviour. As no long term drifts were found in the value of the dark
currents, these measurements were combined to obtain an independent determination of the dark
signal.

• When the LWS is not the prime instrument, useful data can still be obtained by recording the
output of the detectors with low time resolution. Much of the time during these serendipity mode
operations the LWS is viewing blank portions of the sky and the data can be used to determine the
detector dark currents.

The results of the three independent means of measuring the dark currents are given in Table 5.4. They
agree with each other to within one or two standard deviations. The low values for some detectors seen in
the serendipity mode derivation are probably due to the lack of sampling of the pre-amplifier output and
the different method used for deriving the photocurrent. The higher values derived from the hand-over
illuminator operation reflect the fact that these are measured with a short integration time (8 s) and are
therefore prone to problems of contamination by radiation hits. It is noteworthy that there appears to be
no significant change in the level of the dark current between the middle and end of a revolution. This is
in disagreement with predictions from tests made during pre-launch calibration (Price et al. 1992, [36]).

Table 5.4: Detector dark currents for the ten LWS detectors determined from four different observations:
the special long observations in revolution 650, the illuminator operations at apogee and the serendipity
mode data. The dark currents are given in units of 10−16 A. The quoted uncertainties are one standard
deviation. The last two columns give the adopted ‘fixed dark currents’ in A and their uncertainty.

Revolution 650 Apogee Serendipity Adopted dark current
Det. measurements meas. mode fixed dark uncertainty

Mid Rev. End Rev. current

SW1 4.89±0.42 4.96±0.53 5.68±1.82 4.98±0.58 4.960E-16 5.447E-17
SW2 2.15±0.38 2.11±0.40 2.42±1.20 1.98±0.32 2.080E-16 4.255E-17
SW3 2.23±0.19 2.31±0.20 2.58±0.86 2.00±0.23 2.200E-16 2.085E-17
SW4 1.21±0.30 1.25±0.30 1.32±0.40 0.89±0.24 1.180E-16 3.404E-17
SW5 1.63±0.21 1.67±0.22 1.72±0.27 1.35±0.22 1.560E-16 2.383E-17
LW1 2.39±0.27 2.63±0.28 2.77±0.53 2.26±0.30 2.500E-16 2.936E-17
LW2 0.10±0.22 0.17±0.23 0.42±0.36 0.17±0.18 7.300E-18 2.723E-17
LW3 0.49±0.32 0.49±0.34 1.20±1.03 0.39±0.25 5.310E-17 3.915E-17
LW4 2.23±0.38 1.94±0.38 2.52±1.44 1.84±0.33 1.760E-16 4.213E-17
LW5 1.40±0.22 1.18±0.22 1.28±0.35 0.98±0.25 1.210E-16 2.511E-17

5.5 In-orbit Sensitivity of the LWS – Detector Performance

The sensitivity of the LWS is based on the knowledge of the noise equivalent power (NEP), which is
defined for each detector as the noise obtained in dark current measurements with 0.5 s integration time
divided by the detector responsivity S in A/W.
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NEP = noise /S [W/Hz−1/2] (5.1)

The noise figures are based on a measurement of the noise under dark conditions taken in revolution 650
(see Section 5.4). To obtain a noise figure 50 minutes of data were taken with the satellite pointing at a
dark region of the sky and with a Fabry-Pérot in the beam with its etalons set non-parallel. The noise
was estimated from the standard deviation of a Gaussian curve fitted to a histogram of the photocurrent
values after deglitching. As most of the LWS observations, they have been performed using 0.5 s reset
times, which is equivalent to a 1Hz bandwidth.

To avoid making asumptions about the transmission of the telescope and instrument the LWS detector
responsivity is not measured directly. Instead the instrument response is derived from the calibration
source (Uranus) and its associated model spectrum; it is given as Si(ν) [A cm2 µmW−1]. We can calculate
the Noise Equivalent Spectral Density (NESD) directly from this value:

NESD(ν) = noise /Si(ν) [W cm−2 µm−1 Hz−1/2] (5.2)

To convert this to NEP of the detectors requires knowledge of the telescope effective area and the instru-
ment throughput. The instrument throughput was not directly measured on the ground and is complex
to calculate. We therefore refer everything to the entrance aperture of the instrument by assuming knowl-
edge of the instrument spectral resolution in grating mode and the effective area of the ISO telescope
as a function of wavelength. This effective area has been calculated from an optical model of the ISO
telescope and is given for the central wavelength of each detector in Table 5.5. The spectral resolution of
the grating is measured from narrow emission line spectra. The calculated instrument NESD and NEFD
(noise equivalent flux density) figures and the estimated instrument NEP are given in Table 5.5.

Table 5.5: In-orbit sensitivity of the LWS instrument.

Detector Centre Noise for NESD Telescope NEP ητ cross over
λ 0.5 s resets [10−19Wcm−2 eff. area [10−16 flux

[µm] [10−17 A] µm−1 Hz−1/2] [cm2] WHz−1/2] [Jy]

SW1 46.13 4.17 4.43 2460 3.16 0.0046 260
SW2 56.11 3.83 7.75 2431 5.47 0.0046 1460
SW3 66.03 1.91 3.00 2346 2.04 0.0095 710
SW4 75.61 2.98 5.40 2262 3.55 0.0044 1530
SW5 84.68 2.13 4.28 2205 2.74 0.0044 1330
LW1 102.25 2.68 0.849 1922 0.980 0.0095 360
LW2 122.04 2.26 0.231 1838 0.254 0.0095 42
LW3 141.63 3.19 0.122 1838 0.135 0.0142 28
LW4 160.38 3.83 0.202 1753 0.212 0.0108 80
LW5 177.74 2.21 0.691 1583 0.656 0.0033 360

The instrument NEPs increased by an average of a factor of four compared to pre-launch values. A
factor of two increase was expected as 0.5 s amplifier resets were used in-orbit, whereas in the ground
testing the NEP was measured using 2 s resets and the noise is proportional to the square root of the
reset time for resets up to about 4 s (Shaver et al. 1983, [38]). The increased NEP was also due to the
decreased responsivity which many of the detectors exhibited in-orbit, some of which was due to the
decrease in detector bias voltage (to reduce spontaneous spiking) and the effects of ionising radiation on
the detectors. For further analysis of the detector performance in-orbit compared to that on the ground
see Leeks et al. 2001, [25].
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If the power P falling on the detectors is low enough so that the noise is dominated by the detector read
noise, then the signal-to-noise ratio σ expected in an integration time T is given by:

σ =
P

NEP

√
2T (5.3)

In teh pther extreme, when the power falling on the detectors is high enough such that the noise is
dominated by the shot noise in the photon stream, the signal-to-noise σ is given by:

σ = (
P

4hν/ητ
)0.5

√
2T (5.4)

The power at which the cross over between read noise and photon noise occurs has been derived in a
study of the signal-to-noise ratio, performed using internal illuminators measurements (see Swinyard et
al. 2000, [41] for more details). They are listed in Table 5.5.

5.6 Photometric Accuracy

The accuracy of the photometric calibration is determined by a number of factors:

• The measurements of Uranus that were used for the calibration result in a high S/N spectrum.
However for sources brighter than Uranus that are observed long enough, the S/N of the resulting
spectrum is limited by the S/N of the Uranus spectrum. The uncertainty in the RSRF is written
in the calibration file containing it (see Section 7.3.2.4).

• Transients or memory effects may have an influence on the photometric accuracy of the data. The
extent of their influence is not clear at this time.

• Ramp (non-)linearity will also influence the accuracy. It is believed that Derive-SPD is handling
this reasonably well, except for really bright sources for which a correction is needed (see Sec-
tion 5.7). However, comparison of planet and asteroids spectra with their models have suggested
that some detectors (LW1, LW2 and LW3) could have a non-linearity behaviour resulting in a few
% photometric errors in their ranges. This effect is still under investigation.

• The dark background removal will, especially for faint sources, be an important factor in the
photometric accuracy. The effect depends on the source strength and the spectral shape (see
Section 6.4). For very faint sources the drift correction applied in AAL may result in negative
fluxes (see Section 4.4.1.3).

• Glitches also influence the photometric accuracy, since they have an effect on the responsivity of
the detectors.

All these factors together lead to a photometric repeatability for LWS grating mode spectra of 10%
between scans on the same detector (this is mainly due to the effect of responsivity changes), and 30%
between adjacent detectors (mainly due to dark background removal problems for faint point sources and
to the source extent for extended sources).

5.6.1 Calibration sources used for photometric purposes

To check the photometric calibration and the relative response calibration several sources were used
during PV phase and during the routine calibration observations. Table 5.6 gives the sources used for
different calibration purposes.
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Table 5.6: Sources used for checking the photometric calibration and the relative response calibration
of the LWS grating and Fabry-Pérot subsystems. The primary source for the grating flux calibration is
Uranus, the other sources have been observed regularly for monitoring purposes. FG: Fixed Grating; FP:
Fabry-Pérot.

Source Type Observation

Absolute Flux Calibration and Relative Response Function

Uranus planet End to end grating scans (extended range)

Absolute Flux Calibration: checking and monitoring

Uranus planet FG position On and Off source and full scan
Neptune planet FG position On and Off source and full scan
Ceres asteroid FG position On and Off source
Pallas asteroid FG position On and Off source
Vesta asteroid FG position On and Off source
Arcturus star FG position On and Off source and full scan
Aldebaran star FG position On and Off source and full scan
γ Dra star FG position On and Off source
S106 HII region FG and full scan
G298.288−0.331 HII region FG and full scan
NGC 6543 PN full grating scan
NGC 7027 PN full grating scan

Fabry-Pérot ‘throughput correction’ (transmission × resolution element)

Mars planet Fabry-Pérot scans with fixed grating (mixed mode)

5.6.2 LWS photometric stability checked with observations of Mars

Sidher et al. 2000, [39] used ten LWS full grating scan observations (L01) of Mars to demonstrate that the
observed ∼3% rotational modulation of the FIR disk-averaged brightness temperature can be detected
with the LWS and that it compares very favourably with the predictions of the thermophysical model
developed by Rudy et al. 1987, [37]. Figure 5.5 shows the observed and predicted modulation in each
detector (except SW1 which is excluded because it suffers from memory effects) as well as a detector-
averaged modulation. All these observations were processed as 1/4 s integration ramps by discarding
the second-half of each 1/2 s ramp (see Section 5.8) in order to eliminate the non-linear behaviour seen
in some LWS detectors for high fluxes. The absolute photometric accuracy evidenced by this figure is
better than 10% for most detectors (observations and model differ by up to ∼ 15% in LW1 probably due
to some residual non-linear effects). But what this figure shows primarily is that the LWS photometry
is very stable, to a few % level, and that LWS can be used to detect variations as low as 3%. Mars
is a very bright source (25 000 Jy at 100 µm) so the uncertainties due to dark current or background
subtraction are minimal. For faint sources, such a high level of stability might be hidden due to dark
current uncertainties.
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Figure 5.5: The modulation of the brightness temperature as a function of sub-Earth longitude for de-
tectors SW2 to LW5. The last panel shows the brightness temperature averaged over all nine detectors.
The observations are shown as squares and the model as diamonds. The absolute photometric accuracy
evidenced by this figure is better than 10% for most detectors but the LWS photometric stability is much
better since it allows to detect the predicted variations of ∼3%.

5.6.3 Comparison with IRAS fluxes

An extensive study comparing LWS and IRAS fluxes over a wide range of flux values has been performed
by Chan et al. 2001, [6]. A summary of the study is given here highlighting the results concerning the
photometric comparison between IRAS and LWS.

5.6.3.1 Sample selection

The objects used for the comparison were selected among all LWS observations on the basis of the
following criteria:

1. Objects included in the IRAS Point Source Catalogue (PSC) and observed with LWS with AOT
L01

2. Non far-infrared variables

3. Non-fringed LWS data

4. IRAS flux density qualities≥ 2 in the 60µm and 100µm bands
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5. Fν(100µm) < 1000 Jy – to avoid detector non-linearity

6. Fc/Fs < 0.5 where Fc/Fs is the flux ratio of cirrus and source

7. IRAS ‘Point source correlation coefficents’ A (100%) or B (99%) in the 60µm and 100µm bands

8. Only source within 2′ search radius

9. IRAS CIRR3 ≤ 254 MJy/sr, with no strong cirrus background at 100µm on the IRAS Sky Atlas
Map or on the LWS Parallel Map in the LW1 detector

The sample selected following the above criteria contains around 120 objects.
To check if the comparison of the IRAS and LWS fluxes is source-dependent (via the spectral shape for
example), the sample was divided into six groups of different object types: group 1: dust stars; group 2:
planetary nebulae; group 3: galaxies; group 4: interstellar medium; group 5: young stellar objects; and
group 6: Vega-like stars.

5.6.3.2 Corrections applied

The LWS spectra were first corrected for the presence of near-infrared leak features when needed (see
Section 6.7 for the description of the feature and the correction).
A ‘cirrus correction’ was applied to take out the contribution of the background flux due to the interstellar
medium emission at the source position. Two different corrections were applied: either the IRAS flux
was corrected using the CIRR2 value given in the IRAS PSC, or the LWS flux was corrected based on
the IRAS CIRR3 value.

Figure 5.6: Comparison of IRAS and ISO LWS fluxes at 100 µm for a wide range of fluxes. The different
symbols indicate the different groups (object types) listed in the text. No trend is seen with object type.
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Figure 5.7: Ratio of the IRAS flux to ISO LWS flux at 100 µm for various source types.

5.6.3.3 Results

Figure 5.6 shows the distribution of IRAS fluxes versus LWS fluxes at 100µm. Each type group is plotted
with a different symbol, and one can check that there is no noticeable difference between the groups.
Figure 5.7 shows the same results, but this time the ratios of LWS to IRAS flux densities are presented.

First one should note that there is a reasonably good agreement between IRAS and ISO flux values
(within 30%), in spite of the relatively large uncertainties associated with the needed correction factors.

However, the plots do evidence systematic effects that deserves more attention: in average ISO fluxes are
12.5% higher than IRAS fluxes and the differences seem to increase with increasing flux.

Therefore, to further investigate this behaviour, the flux comparison has been extended to the 60µm band
and has been broadened by including other sources: on one hand, 23 sources used for cross-calibration
between SWS and LWS in the context of the ISO cross-calibration (Garćıa-Lario 2001, [18]) and on the
other hand, 155 galaxies observed with LWS, the fluxes of which were measured and compared to IRAS
fluxes by Brauher & Lord 2001, [3]. At 60µm, the LWS observations do not cover the whole IRAS band.
In the cross-calibration sample only sources that were observed also with SWS were used in order to
reconstruct the ISO flux at 60 µm; for the extragalactic sample a small correction was applied in order
to compensate for the fraction of the spectral energy distribution not covered by LWS. Complete details
are given in Garćıa-Lario 2001, [18] and Brauher & Lord 2001, [3].

Figure 5.8 and 5.9 show the ISO versus IRAS fluxes for the three samples.
It is clear on these plots that there is a systematic difference between ISO and IRAS fluxes for bright
sources. For faint sources, IRAS and ISO fluxes agree within a few % in average, with a high dispersion
due to uncertainties in the dark current. However for brighter sources, ISO fluxes are systematically
higher than IRAS fluxes, and the difference increases with flux level, from about 15% difference around
100 Jy, to a level of about 20% for sources up to 400 Jy, and 30–50% for sources brighter than 400 Jy.

The reason for this behaviour is not understood. It is not due to inaccurate dark current subtraction
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Figure 5.8: Comparison of IRAS and ISO LWS fluxes in Jy at 100 µm for the three samples described in
the text. The first plot is a close-up of the second one at low fluxes.

Figure 5.9: Comparison of IRAS and ISO LWS fluxes in Jy at 60µm. The first plot is a close-up of the
second one at low fluxes.

since this would affect the faintest sources unlike what we observe here. On the other hand it does not
seem to be due to cirrus background contamination, since no trend is observed with the IRAS CIRR2
parameter value.
A possible cause could be some non-linear effects in the IR detectors. However, the problem could be
associated with IRAS and not with ISO.
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Indeed, Figure IV.A.4.2 of the IRAS Explanatory Supplement, ([20]) does evidence detector non-linearity
behaviour and Section VI.B.4.d quotes errors of respectively 30% and 70% at 60 and 100 µm for sources
above 100 Jy.

Further investigation is needed to decide if the systematic difference is imputable to IRAS or LWS
calibration inaccuracies.

5.6.4 Checking the Fabry-Pérot photometric accuracy

For the Fabry-Pérot mode, the photometric accuracy was determined by comparing the integrated line
fluxes observed with the FP with the fluxes observed with the grating or line fluxes published in the
literature. The sources and lines are given in Table 5.7. It was found that for strong lines accuracy is
typically better than 30%. For faint lines however, the FP fluxes can be off by almost a factor two. This
is mainly due to the removal of the dark current which is known to be problematic for low signal levels
(see also Section 4.4.1.3 and 5.4).

Table 5.7: Sources and lines used for the determination of the photometric accuracy of the Fabry-Pérot
data.

Source Type Lines

NGC 6543 PN 57.3, 88.4 µm
NGC 7027 PN 51.8, 63.2, 145.5, 157.7 µm
NGC 6357I HII region 51.8, 57.3, 63.2, 88.4, 145.5, 157.7 µm
M 82 Galaxy 63.2, 88.4, 121.9, 157.7 µm

5.7 The Strong Source Correction

5.7.1 The reason for the correction

The responses of detectors LW1–LW4 are non-linear when they are exposed to strong sources. This non-
linearity means that the photocurrent is lower than expected for the flux incident on the detectors. This
occurs because the voltage produced by the radiation on the detectors de-biases them. This de-biasing
lowers the responsivity hence an increase in the input signal does not produce the same increase in the
output voltage, the value is lower and so the ramps are curved.

Figure 5.10 shows a curved ramp for a typical strong source. The gradient of the green line shows
the value of ∆V/∆t (see Section 4.3.6) for the ramp (the dashed lines show the change in voltage and
time). The red line indicates the initial gradient of the ramp where the detector does not suffer from
de-biasing. Thus, it can be seen that due to de-biasing the photocurrent obtained from the ∆V/∆t
method underestimates the true source flux of strong sources. This becomes worse with stronger sources
as the ramp curves more and could eventually flatten off. For any detector the instrument transmission
varies across the bandpass filter. At the edges of the detector filters there is a low response to any signal
and the effects of non-linearity are correspondingly small. Where the instrument transmission is higher
the signal suffers from more non-linearity as the flux on the detector is higher. This difference across
the instrument transmission means that an individual detector spectrum is more non-linear near the
centre of the wavelength range, where generally the transmission is high, than it is at the short and long
wavelength cut-offs. This produces strange shaped (saggy) sub-spectra (see example in Figure 6.11).
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Figure 5.10: A curved ramp for a typical strong source. The green dashed lines show the change in voltage
and time. The gradient of the green continous line gives the value of ∆V/∆t. The red line indicates a
guess at the gradient of the ramp without de-biasing.

5.7.2 The correction

This non-linearity can be determined using the strong source Saturn, which is well modelled and is well
calibrated in the short wavelength detectors (Davis et al. 1996, [13]). The flux model and the instrument
transmission (RSRF) are used to find the photocurrents which we would expect for a linear system. These
are then compared with the photocurrents found from the LWS observations of Saturn.

This comparison is shown in Figure 5.11 where the model versus LWS photocurrents (Imodel and Idata)
are plotted as a function of wavelength. There is clearly a relationship between the two and we fit the
second order polynomial (shown by the dashed line in Figure 5.11):

Imodel = a Idata + b I2
data , (5.5)

where a and b are the first and second order coefficients. This is done for all of the detectors affected
by non-linearity (LW1–LW4). The coefficients are then applied to any source photocurrents (Isource) to
produce the photocurrents corrected for the non-linearity (Icorrected) using

Icorrected = a Isource + b I2
source (5.6)

These corrected photocurrents are then calibrated using the LCGR file derived from Uranus as usual (see
Section 5.2) to produce the flux spectrum.

Figure 5.12 shows the result of this correction for the HII region W28A2 (the uncorrected spectrum
is shown in Figure 6.11). To remove the scaling of individual sub-spectra that was introduced by the
corrections, the sub-spectra were also scaled together using ISAP to produce a relative calibration.
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Figure 5.11: Plot of the modelled versus observed photocurrents of Saturn for LW3. The dashed line
shows the second order fit to the data.

This shows that the sub-spectra now have similar shapes. From the figure it can be seen that the
‘saggyness’ has been removed from the sub-spectra and they line up smoothly. Also fringing, which is
seen in LWS observations of extended sources, is observed in the corrected W28A2 spectrum (fringing is
discussed in Section 2.3 and in Section 6.2).
This non-linear flux response correction is applied to LW1 and LW2–LW4, i.e. one unstressed detector and
three of the four stressed detectors. Table 5.8 gives the instrument responsivity for each LWS detector,
as reported in Swinyard et al. 2000, [41] grouped according to detector type (also see Section 2.6 for
bias voltages). The responsivity of LW1 is 3–4 times greater than that of the other unstressed Ge:Ga
detectors. This high responsivity is the cause of the non-linearity and explains why this detector requires
the correction. The responsivities of detectors LW2–LW4 are also high, but that of the last stressed
detector, LW5, is much lower (by a factor of 3–8). Due to this low responsivity, LW5’s data do not
suffer noticeably from non-linearity and hence do not require the correction. Section 6.10 explains how
to decide if your data need the correction, how to get them corrected and the procedure that is followed.

5.7.3 Future

Further investigations are underway, which should result in a new way of doing the strong source cor-
rection, which will be more reliable and produce better calibrated spectra. This will correct spectra for
non-linearities seen in detector sub-spectra by their saggyness (as described in Section 5.7 and 6.10).
These non-linearities are due to the de-biasing of the detectors (LW1–LW4) which makes the integration
ramps lower than expected, leading to an underestimation of the signal. Also the de-biasing of the de-
tectors changes the relative spectral response of the detectors (the overall responsivity decreases and the
spectral response shape changes). A new strong source correction to account for both of these should be
available in a future release of LIA.
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Figure 5.12: The plot shows part of the spectrum of the HII region W28A2 with the strong source correction
applied (the uncorrected spectrum is shown in Figure 6.11). The detector sub-spectra have been scaled
together to assist comparison of the shapes of the overlaps.

Table 5.8: The in-orbit detector responsivities.

Detector Type Responsivity [A/W]

SW1 Ge:Be 0.132

SW2 Ge:Ga(u) 0.070
SW3 Ge:Ga(u) 0.094
SW4 Ge:Ga(u) 0.084
SW5 Ge:Ga(u) 0.078
LW1 Ge:Ga(u) 0.274

LW2 Ge:Ga(s) 0.886
LW3 Ge:Ga(s) 2.365
LW4 Ge:Ga(s) 1.803
LW5 Ge:Ga(s) 0.337



5.8. QUARTER-SECOND PROCESSING 75

5.8 Quarter-Second Processing

The strong source correction (see Section 5.7) was made with Saturn quarter-second ramps. Applying
this correction directly to observations of strong sources, where the ramp lengths are one half-second,
does not remove the non-linearities as the data are de-biased more than corresponding quarter-second
ramps. This is seen in Figure 5.13 where a non-linear half-second ramp is shown by the + symbols. The
dotted vertical lines mark out the first quarter-second of the ramp and whole half-second ramp. It can be
seen that the ramp curves over more as time increases. This de-biasing effect is even more apparent when
one considers the ∆V/∆t value of the first quarter-second and the whole half-second ramp (indicated by
the slope of the long and short dashes respectively). This shows that there is a difference in calibration
for quarter and half-second ramps, due to the de-biasing. Hence half-second data which suffer from
‘saggyness’ should have their ramps reprocessed as if they are quarter-second ramps. This is done by
discarding the 22 samples from the end of a ramp, which make up the extra quarter-second. Also, as in
the normal processing, a further sample from the end is discarded because of the end of the format point
and the usual amount is discarded from the start. This makes the ramps equivalent to the data used in
real quarter-second ramps, by using exactly the same part of ramp. If any of the remaining points are
unusable, such as being at the voltage limit of the ADC (see Figure 5.14), they are also discarded. [The
illuminators however are processed as normal half-second ramps, as described in Section 4.3.6. This is
done as their calibration is based on half-second length ramps and also their ramps should not be affected
by non-linearity.] In doing this the non-linearity suffered will be to the same degree as those ramps of
the correction source, Saturn, and the correction can be applied successfully to the photocurrents found
from these ‘quarter-second ramps’.

Figure 5.13: A half-second ramp of Sagittarius B2 from LW3. The gradient of the long dashed line shows
the value of ∆V/∆t from the first quarter-second of the ramp, marked out by dotted lines. The short
dashed line gives ∆V/∆t for the half-second ramp, also marked by dotted lines.

5.8.1 LW5: quarter- versus half-second processing

For LW5, with quarter-second ramps, the strong source correction is not needed as these ramps are
linear. However, when strong sources are observed with half-second integrations the ramps may become
non-linear. Hence for this detector the quarter-second and normal processed data (Figure 5.15 shows an
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Figure 5.14: Half-second ramps of Sagittarius B2 from LW3 hitting the ADC rail.

example of these data) are compared with the corrected scaled LW4 data. The data which better match
those of LW4 are used.

Figure 5.15: LW5 Sagittarius B2 with quarter-second processing (upper) and half-second processing
(lower).
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5.8.2 Summary of processing for various strength sources

• Weak sources have linear ramps and therefore quarter- and half-second ramps have the same cali-
bration and do not need a correction.

• Strong sources with quarter-second ramps need to have the strong source correction applied to
LW1–LW4. The other detectors do not need a correction.

• For strong sources with half-second ramps SW1–SW5 produce linear ramps and so they are pro-
cessed using the usual amount of ramp. LW1–LW4 should be processed using only the first quarter-
second of the ramps and have the strong source correction applied to them. LW5 should also be
processed using both half- and quarter-seconds of the ramp and then be compared with the LW4
data (but they do not require a strong source correction).

5.9 Instrumental Field of View: The Beam Profile

Figure 5.16: Offset positions of the Mars beam profile observations.

The beam profile has been derived from a series of standard bias, grating scan observations of Mars. One
observation was made on-axis and the others were distributed around the field as shown in Figure 5.16.
The flux at three wavelengths in each detector, at each of the raster positions, are used to describe the
radial sensitivity of the instrument and a parameterisation defines the beam profile. In addition subsets
of the data along the four radial alignments, which are labelled PA30, PA75, PA120 and PA165 on
Figure 5.16, have been analysed to investigate possible asymmetries in the beam profile.
Before discussing the beam profile it is important to appreciate the properties of the optical path leading
to the LWS detectors as these have a profound impact on the beam profile. The optical train of the LWS
consist of the contour field mirror that allows a beam of ∼120′′ to fall on the complex mirror M2, which
is inclined at ∼22◦ to the incoming beam. M2 diverts the beam by ∼44◦ back through a semi-cylindrical
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cut-out in the contour field mirror and then presents an elliptical beam of ∼105 × 97′′ (nominal FWHM)
to the collimator, the LWS entrance pupil, the re-imaging mirror and detectors. Immediately in front
of each detector is a rectangular aperture with rounded ends, which when projected onto the sky is
approximately elliptical with dimensions of 104 × 157′′ at SW1 and 138 × 131 ′′ at LW5 in the directions
along and across dispersion respectively. The long and short axes of M2 projected onto the sky are PA30
and PA120 (Y and Z axes) respectively.
As the detector apertures are nominally larger than the incoming beam from M2 it is, in fact, M2 that
defines the aperture of the detectors, and the character of the optics determines the instrumental profile.
Perversely, the substrate that supports M2 is also reflective, particularly at longer wavelengths, and is
now believed to be responsible for the fringing that is seen in off-axis targets. A second consequence of
this is that the instrumental profile will have weak wings out to ∼120′′ diameter (the size of the contour
field mirror).
The other feature of LWS grating spectra of objects observed off-axis is the poor stitching between
adjacent detectors, which is often referred to as fracturing. The problem is apparently worse for objects
in the part of the field that passes close to the cut-out in the contour field mirror. The origin of this
problem is unknown but it introduces a complex, wavelength-dependent asymmetry into the instrumental
profile. These problems are described in more detail in Sections 6.2 and 6.3.

5.9.1 The beam profile

The observed beam profile is the result of the convolution of the telescope PSF and the instrumental
profile of each detector. Ideally the telescope PSF would be an Airy profile but the central obscuration
and secondary supports, and any optical imperfections will conspire to redistribute power from the core
of the profile to the Airy rings. Although a point source is being used to probe the structure of the beam,
the width of the PSF, which is essentially an Airy profile, increases from ∼25 to 100′′ (FWHM) between
46µm and 178µm, and at the longer wavelengths becomes comparable with the size of the beam. Due
the problems of fracturing and fringing the true shape of the instrumental profile is largely unknown.
To determine the effective beam size the observed fluxes at three wavelengths in each detector have been
compared with those derived from a convolution of the telescope PSF with apertures of various sizes.
The latest model of the telescope PSF includes the effects of the central obscuration and its supporting
structure, and indicate that the power in the Airy rings is increased and that the wings of the profile
contain 2-D structure. The asymmetry introduced into the profile is due to the three-legged secondary
support. The aperture has been assumed to be circular with a rectangular profile.
It has previously been recognised that the effective apertures are significantly smaller that the nominal
value of 100′′, based on the size of the beam from M2. The best value for most of the detectors lies close
to 80′′, and for LW3, LW4 and LW5 is somewhat smaller than this. At the longest wavelengths the width
of the telescope PSF is larger than the aperture itself which makes these determinations more difficult.
An uncertainty of one arcsec in the radius corresponds to about 5% in the effective area of the aperture.
Also, although a simple circular aperture has been adopted, more complex shapes can provide a better
description of the asymmetries, under some circumstances. However, the range of possible shapes and
number of free parameters makes this approach untenable.
The relative flux at each of the observed offset positions (see Figure 5.16) is shown for each detector in
Figure 5.17 with the convolution of the telescope PSF and the best fit composite aperture superimposed.
At shorter wavelengths the telescope PSF is narrow enough to probe the structure of the rectangular (top
hat) instrumental profile and some indication of its shape can be seen. As the telescope PSF broadens
towards longer wavelengths the details of the instrumental profile become washed out and the observed
profile becomes more Gaussian.
The resulting estimates for the effective beam size for each detector are given in arcsec in Table 5.9.
The effective solid angle of the detectors is required to determine the point/extended source flux correc-
tion, for the conversion of observed flux to flux per steradian for extended sources and for the calibration
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Figure 5.17: The beam profiles for the central wavelength of each detector. The observed relative flux at
each offset position is plotted against radius, with the sign taken from the RA offset in Figure 5.16. The
line on each plot shows the calculated radial profile.

of sources observed in parallel and serendipity mode (see Table 5.10).

5.9.2 Asymmetry

It is already clear from Figure 5.17 there is some asymmetry in the beam profile, with groups of points
lying systematically off the lines. The question of symmetry is not straightforward, and a simple analysis
of the relative mean fluxes for the four radial alignments begins to show this.



80 CHAPTER 5. CALIBRATION AND PERFORMANCE

Table 5.9: Effective aperture of the detectors.

Detector Effective Detector Effective
radius [′′] radius [′′]

SW1 39.4 LW1 38.6
SW2 42.3 LW2 38.9
SW3 43.5 LW3 35.5
SW4 40.9 LW4 34.7
SW5 39.5 LW5 33.2

Each of the radial alignments is a subset of the data which define the global mean profile. The four
alignments are separated by approximately 45 ◦ to create two orthogonal pairs, with the PA30 set aligned
along the Y axis, and the PA120 set aligned along the Z axis of M2. A Gaussian profile constrained to
the optical axis was fitted to each set with the on-axis point and those with r > 65′′ excluded. Although
each alignment contains nine points, only six points are used in the PA30 and PA120 solutions and only
four points in the PA75 and PA165 solutions.

Figure 5.18: FWHM vs. detector for the four alignments.

Of the parameters derived from these solutions the FWHM is probably the most reliable, and this is
shown in Figure 5.18 for the different detectors. Although there is considerable scatter the behaviour
is fairly consistent. Each alignment shows an increase in FWHM through the SW detectors and then a
subsequent decline, which reflects the behaviour of a Gaussian fit to all the data, and the run of effective
aperture sizes in the table above. In more detail it can be seen that the alignments fall naturally into two
pairs with very similar behaviour. PA75 and PA120 show much more variation than PA30 and PA165,
and peak at SW3 as opposed to SW5. In particular PA75 and PA120 run through the fractured region;
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see the spectra in Figure 6.3 of raster positions 27 and 30 in Figure 5.16.

5.9.3 Flux correction for extended sources

The LWS flux scale is based on a point source calibration, although beyond the diffraction limit at about
110 µm a substantial fraction of the flux from an on-axis point source is diffracted out of the aperture. In
fact there are significant diffraction losses for all LWS detectors but provided the calibration is applied to
point sources observed on-axis these losses are irrelevant because they are cancelled out in the calibration
process. However, for extended sources the diffraction losses do not occur and so a correction has to be
applied to correctly place the derived fluxes on the point source calibration scale. The correction factor
to apply to the fluxes in case of extended sources has been calculated at three wavelengths per detector.
These factors are given as f in Table 5.10.

5.9.4 Extended source flux per unit area

To convert the observed flux of an extended source to flux per steradian requires both the extended source
correction factor (f , see above) and the effective aperture in steradian explicitly.
The corrected extended source flux for an observed flux F given in Jy is S = F × f/(ω × 106) MJy/sr,
where f is the extended source correction and ω is the effective solid angle of the beam in sr. These
values are now given at three different wavelengths per detector (from Version 2.1 of this volume of the
ISO Handbook on). As visible on Figure 5.19, for most detectors the resulting correction factor presents
a gradient with wavelength. This has the positive consequence that with this correction there is a better
agreement between the corrected fluxes of extended sources in the overlap regions between detectors.

Figure 5.19: Correction factor for extended sources (f/(ω×106) versus wavelength. The correction factor
is given at three different wavelengths per detector. Detectors are given alternately in red and blue; red,
SW1, SW3, SW5, LW2, LW4, and blue, SW2, SW4, LW1, LW3 and LW5.

An LIA routine has been provided that applies this correction to averaged, de-fringed LSAN files called
EXTENDED_FLUX. However, these corrections are derived under the assumption of a smooth and very
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Table 5.10: Table of extended source correction (f) and effective solid angle of the beam (ω) for the
different LWS detectors, at three different wavelengths per detector. The effective aperture radius in
arcsec (re) is also given at the same wavelengths.

Detector λ[µm] f re [′′] ω × 106 [sr]

43.0 0.8721 39.3 0.1140
SW1 46.2220 0.8704 39.4 0.1146

50.0 0.8691 39.4 0.1146
50.0 0.8705 42.6 0.1340

SW2 56.2033 0.8677 42.3 0.1321
60.0 0.8563 42.1 0.1308
60.0 0.8634 43.5 0.1397

SW3 66.1173 0.8421 43.7 0.1410
70.0 0.8127 43.4 0.1390
70.0 0.7845 41.2 0.1253

SW4 75.6989 0.7334 40.7 0.1223
80.0 0.7118 40.9 0.1235
80.0 0.6904 38.4 0.1088

SW5 84.7977 0.6878 39.7 0.1163
90.0 0.6803 40.3 0.1199
90.0 0.6753 38.3 0.1083

LW1 102.425 0.6758 38.8 0.1111
108.0 0.6757 38.6 0.1100
108.0 0.6761 39.6 0.1157

LW2 122.218 0.6734 39.1 0.1128
130.0 0.6557 38.1 0.1071
130.0 0.6445 36.5 0.0983

LW3 141.809 0.6035 35.6 0.0935
150.0 0.5623 34.3 0.0868
150.0 0.5727 35.3 0.0920

LW4 160.554 0.5411 35.0 0.0904
170.0 0.4855 33.9 0.0848
170.0 0.5002 34.3 0.0868

LW5 177.971 0.4596 33.6 0.0833
195.0 0.3749 31.6 0.0737

extended flux distribution. In the real world, structured or embedded sources could produce significant
discrepancies from the ideal situation, and, with it, differences in flux.

LWS observations have been made at a number of positions in the Trumpler 14 and 16, and Galactic
Centre fields and these have been compared with the IRAS 100 µm fluxes at the same positions. Both
fields contain a large area of extended emission, which although relatively smooth, does change by a factor
of ∼40 over all. Figure 5.20 shows the comparison of the converted LWS and IRAS 100 µm fluxes using
the current LWS calibration. These measurements give a mean ratio, LWS/IRAS ∼1.0±0.1. Ideally for
this comparison the extended flux should be distributed as evenly as possible, and part of the uncertainty
is probably due to unresolved structure within the beam.

For fields containing multiple sources the observed flux will depend critically on the precise positions of
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Figure 5.20: Comparison of LWS and IRAS 100 µm fluxes in the Trumpler 14 (red diamonds) and 16
(black diamonds), and Galactic Centre (blue squares) fields.

the sources relative to the optical axis. To recover or model the observed flux will require positional
information on the sources and a deconvolution with the telescope PSF and instrumental profile. Indeed,
for single point sources observed off-axis a similar procedure will be required to recover the correct flux.

5.9.5 Effect of the ISO PSF at large distances: check of the straylight around
Jupiter

A complete study of the beam profile of the LWS has been performed only for distances within 150” of
the central source. Rasters of larger extent would have been too time-consuming. There were, however,
spot checks of the flux entering the instrument at even larger distances from a very strong source: The
off-position spectra for Ganymede and Callisto. They provide us with the fluxes from Jupiter, when the
aperture of the LWS was pointed at distances of 5’ and 9’ from this planet. The results are shown in
Table 5.11 and compared to the fluxes expected from a model of the PSF by Okumura 2000, [30]; see
Figure 5.21.
The significance of the correlation between the measured flux and the model PSF is 2.4 σ for detector
SW2 at 56 µm and 2.6 σ for detector LW2 at 122 µm. The correlation between flux and distance or angle
alone is much weaker, hence the model PSF reflects correctly the observed flux pattern up to a distance
of 9′ from the source. On the other hand the measured fluxes are systematically higher than what is
expected from the optical model, which could be due either to the fact that Jupiter is not a point source
or to the existence of significant wings in the beam profile.
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Table 5.11: Flux at a certain distance of Jupiter normalised by the flux of Jupiter: Comparison of LWS
observations of Jupiter straylight with a model of the ISO PSF by Okumura 2000, [30].

SW2 model LW2 model
Distance Angle to S/C Z ISW2

off /IJ IPSF
off /IJ ILW2

off /IJ IPSF
off /IJ

[arcsec] [◦] ×10−6 ×10−6 ×10−6 ×10−6

282 38 860 77 1100 406
291 325 440 94 890 125
530 113 84 14 300 66
532 20 38 0.1 100 25
535 2 27 5.5 52 8
537 148 73 13 350 26
545 344 53 2.8 190 52

Figure 5.21: A model of the point spread function as sampled with the LWS. The contours show the drop
in intensity by factors 10−2.5 (continuous line) and 10−3.5 (dotted line) compared to the on-source value.
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5.10 Grating Wavelength Calibration

5.10.1 Basic principles and calibration strategy

The LWS diffraction grating was mounted in a scanning mechanism which rotated through ±7◦, allowing
to cover the extended range of wavelengths of each detector. The wavelength corresponding to each
scanning position was determined by the grating angle θi (angle between the input aperture direction
and the normal to the grating) and the detector angle θd (angle between the input aperture direction
and the detector direction), which was a constant for a given detector.

λ = (sinθi − sin(θd − θi))/Nk (5.7)

where N is the groove density of the grating (7.9 lines per mm) and k is the order: the grating was used
in first order for the wavelength range 84–197 µm with the five long wavelength detectors LW1 to LW5,
and in second order for the wavelength range 43–93 µm with the five short wavelength detectors SW1 to
SW5.
In operations, the grating position was actually monitored via the engineering unit called LVDT (linear
variable differential transformer). Therefore, once the ten detector angles were known, the wavelength
calibration consisted in finding the relationship between the engineering units LVDT and the actual
grating angle θi.
This was done by fitting a third order polynomial to a large database consisting of the measurements of
emission line centroids in terms of LVDT units associated with the expected wavelengths of the lines for
a number of calibration sources observed throughout the ISO mission.

5.10.2 Calibration sources and types of observations

The wavelength standards are mainly planetary nebulae and HII regions. They were chosen so as to
provide the largest possible sample of lines and so that several of them were visible from ISO as much as
possible during the mission (see Table 5.12 and Figure 5.22). The lines used had to be strong enough to
give good signal-to-noise and to be unresolved by the grating.
The observations were performed weekly with end-to-end grating scans and provided measurements of
seven different emission lines, spread between 51 µm and 158 µm, appearing on two detectors each.
Note that there were no measurements for SW4 and LW5, as no strong lines were found in their wavelength
range. However, the relationship is in principle independent of the detector and all measurements of all
lines were used together.

5.10.3 Detector angles

The wavelength calibration was first derived by adopting the detector angles measured before launch.
Then the plot of the residuals (normalised differences between the expected wavelengths and the wave-
lengths derived from the LVDT with the polynomial relationship) showed systematic offsets for some
detectors, suggesting that some of the detector angles had changed after launch. Therefore their values
have been slightly adjusted until minimising the residual offsets for all detectors. The new angles used
from OLP Version 6.0 onwards are listed in Table 5.13 together with the corresponding shifts relative to
the pre-launch angles. The angle shifts for detectors SW4 and LW5 were adopted from the neighbouring
detectors.

5.10.4 Time dependence

The stability of the system was checked by monitoring the measured LVDT at the line centres in the
weekly observations. It is found to be remarkably stable for measurements performed close to the rest
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Table 5.12: Lines from astronomical sources used for grating wavelength calibration.

line id. det. LVDT # obs sources
λ [µm] mean(σ)

[O iii]51.815 SW1 1327(3) 171 NGC 6543 NGC 6826 G298.228 IRAS 15408
NGC 7027

[O iii]51.815 SW2 2783(3) 196 NGC 6543 NGC 6826 G298.228 IRAS 15408
NGC 7027 NGC 6302

[N iii]57.330 SW2 1993(2) 161 NGC 6543 NGC 6826 G298.228 IRAS 15408
NGC 6302

[N iii]57.330 SW3 3376(5) 152 G298.228 IRAS 15408 NGC 6302
[O i]63.184 SW2 1124(3) 88 G298.228 IRAS 15408 NGC 7027 NGC 6302

NGC 7023 IRAS 23133
[O i]63.184 SW3 2584(3) 97 G298.228 IRAS 15408 NGC 7027 NGC 6302

NGC 7023 IRAS 23133
[O iii]88.356 SW5 1579(3) 185 NGC 6543 NGC 6826 G298.228 IRAS 15408

NGC 7027 NGC 6302
[O iii]88.356 LW1 3142(4) 189 NGC 6543 NGC 6826 G298.228 IRAS 15408

NGC 7027, NGC 6302
[N ii]121.889 LW2 2176(2) 7 NGC 6302
[O i]145.525 LW3 1878(4) 76 G298.228 IRAS 15408 NGC 7027 NGC 7023

IRAS 23133
[O i]145.525 LW4 3250(5) 80 G298.228 IRAS 15408 NGC 7027 NGC 6302

NGC 7023 IRAS 23133
[C ii]157.741 LW3 945(4) 90 G298.228 IRAS 15408 NGC 7027 NGC 6302

NGC 7023 IRAS 23133
[C ii]157.741 LW4 2374(3) 91 G298.228 IRAS 15408 NGC 7027 NGC 6302

NGC 7023 IRAS 23133

Table 5.13: Detector angles adopted for wavelength calibration. The second line lists the shift of the new
angle respective to the angle measured on the ground. Both sets of numbers are in degrees.

SW1 SW2 SW3 SW4 SW5 LW1 LW2 LW3 LW4 LW5

angle 67.80 58.74 49.71 40.73 31.72 63.26 54.29 45.27 36.275 27.32
shift −0.10 −0.01 0.00 0.00 +0.02 +0.02 +0.01 +0.01 +0.04 +0.04

(central) position of the grating (LVDT∼2100). But elsewhere, a little jump happened in revolution 346.
The jump was bigger the farther away the grating was from its rest position, and the jump had opposite
signs for opposite angles (see Figure 5.23). After the jump, only a very slow drift was observed in the
LVDT measurements. This jump implied that the relationship between grating angle and LVDT reading
had changed on revolution 346 for an unknown reason and it was decided to derive a time-dependent
wavelength calibration, which considers two distinct periods, i.e. pre- and post-revolution 346.

In Table 5.14 the values of the coefficients used by the pipeline are reported.
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Figure 5.22: Main LWS grating wavelength standards observed during the mission. The gap between
revolutions 378 and 442 corresponds to the period when LWS was not used because of a problem with the
FP interchange wheel.

Table 5.14: Grating wavelength coefficients.

revs 0th order 1st order 2nd order 3rd order

1–345 69.624422 −5.16459527 10−3 5.02618935 10−7 −8.20047303 10−11

346–875 69.554848 −5.13190430 10−3 5.02794834 10−7 −8.18631699 10−11

5.10.5 Assessment of the achieved wavelength accuracy

The accuracy of the grating wavelength calibration has been checked by measuring the central wavelengths
of the lines observed in a large number (65) of Auto-Analysis results from observations of NGC 7027,
NGC 6543, S106 and W Hya. This check has shown that in an individual observation the wavelength
calibration is measured with an accuracy better than 1/4 of a resolution element (i.e. 0.07 µm for SW
detectors and 0.15 µm or LW detectors). Only in one case the errors were slightly higher for an observation
performed in a revolution just preceding the jump, when the noise on the LVDT reading was the highest,
but in most of the cases the wavelength determination was better than 0.1 resolution elements.

It has to be mentioned that, because of the effect illustrated in Figure 5.23, the wavelength accuracy
is higher near the centre of a detector. Therefore a slight wavelength error can be observed for a line
detected at a detector edge. In this case, the measurement of the line should be performed on the adjacent
detector, where it is likely to fall more near the centre.
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Figure 5.23: Deviation of the measured line centre (in engineering units LVDT) from the average value
as a function of time, for two lines recorded at opposite grating directions relative to the rest position. 40
LVDT units correspond to 1 resolution element of the grating.

Table 5.15: Wavelength calibration accuracy for an LWS grating spectrum. These accuracies are based
on actual measurements.

Mode Accuracy

grating ∼25% of a resol. element
0.07 µm for SW detectors
0.15 µm for LW detectors

5.11 Grating Resolution and Characterisation of the Line

Profiles

5.11.1 Preparation of the data

The study of the grating profile was performed with data obtained over the ISO lifetime for wavelength
calibration (see Table 5.12 and Figure 5.22). In order to have a homogeneous sampling, only those data
obtained with AOT L01, an oversampling of 8, 6 scans of the full grating range and the same number of
forward and backward scans were used.
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The data processing was performed with the ISAP software. The standard processing of the selected
observations is summarized by the following scheme:

• For each object we selected up to 20 observations well spread all over the mission.

• Each individual scan was checked for the presence of glitches or any anomalous feature. Glitches
were removed and anomalous scans discarded.

• Each scan was rebinned to 32 points per resolution element.

• Forward and backward scans were averaged separately.

• In the case of extended sources, the resulting scans were corrected for the presence of fringes.

• The continuum was fitted by a polynomial and subtracted off.

• The profile was normalised so that the peak of all profiles was one.

• The resulting spectra were re-centred to the laboratory wavelength, so that profiles from different
velocity sources can be compared.

The products were thus one spectrum per scan direction per spectral line per detector per observation
per object.

5.11.2 Stability of the line profiles

In order to define as general a profile as possible, parameters susceptible of inducing profile variations
were looked for in a step by step approach. When a parameter had proved not to induce any significant
variation, the profiles were averaged over this parameter for the subsequent study.

• Stability with time. All observations of the same line on the same detector for the same object
were plotted together to look for time variations. The peak to peak variations in the peak height
of the line were as low as 2% for the strong lines and always less than 20% in the worst cases
corresponding to the faintest lines used. No trend was found with time so these numbers are
representative of the photometric accuracy of the LWS detectors. The variation of the line width
with time is in general much smaller than the sampling interval of the observations (8 points per
resolution element). We concluded that there are no significant time variations in the instrumental
profiles.

• Search for transient effects: comparison of forward and backward scans. Slight differences
do exist between the forward and backward scans of the same line from the same object due to
transient or memory effects. In the short wavelength detectors the difference in the peak is always
less than 2%, while in the long wavelength detectors it can be up to 6%. There is no trend with
the flux level. In the base of the line some broadening can be observed, in general on the short
wavelength side for forward scans and on the long wavelength side for backward scans. The opposite
case is also seen though, possibly due to errors in placing the continuum.

Because the effect is symmetrical when adding the forward and backward scans together, and
because most of the differences between forward and backward scans are seen in the feet of the
line, where they are confused with continuum features and thereby will be removed by the baseline
subtraction process, our recommendation, as long as no formal transient correction is available, is
to use both scan directions together. We have thus averaged forward and backward profiles for the
rest of the study.
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• Variation of line profile with object and detector. In general the profiles show very little
difference from object to object (the differences are less than 4%) and they show no significant
differences between lines coming from different detectors.
There is one exception with the clearly anomalous line at 57 µm on detector SW2. It shows a
strong asymmetry towards the short wavelengths for some objects. The asymmetry is clearly not
real because it does not appear when the same line is observed with the detector SW3. It is not
due to the detector either, as two other lines falling on SW2 (at 52 µm and 63 µm) do not show
any anomaly. The 57 µm line on detector SW2 has thus been excluded from the derivation of the
mean profile obtained by averaging all lines from all detectors in all objects.

• Difference in line profiles from point and extended sources. The profiles from extended
sources and from point sources were kept separate to check wether off-centred emission was creating
any distortion in the line profiles. The comparison of the mean profiles shows that, if anything,
the profiles from the extended sources are more symmetrical and more similar to Gaussians than
the point source profiles. We thus concluded that there is no distortion coming from the source
extension or off-centring and we have averaged all profiles from point sources and extended sources
together.

In conclusion, we have created two mean grating profiles (one for SW and one for LW detectors) which
are the average of all lines listed in Table 5.12 except the 57 µm line on SW2.

5.11.3 Characteristics of the profiles. Comparison to Gaussians.

When considering all the LWS optical elements and detector characteristics, the wavelength response
function is not expected to be Gaussian. It is however always convenient when measuring a line intensity
to be able to use a Gaussian aproximation.

Figure 5.24 shows the comparison of the measured mean profiles with a Gaussian function fitted to them.
It also shows the residuals, i.e. the differences between the two profiles.
Table 5.16 lists the line flux, full width at half maximum (FWHM) and peak heights both for the measured
profiles and for the fitted Gaussian. This shows that the error made on the determination of the flux
with a Gaussian fit is only of the order of 2%.

Table 5.16: Parameters of the measured grating profiles compared with the results of Gaussian fits.

Observed mean profile Gaussian fit to the mean profile
FWHM line flux height FWHM line flux height

[µm] (normalised [µm] (normalised
to peak=1) to peak=1)

SW detectors 0.308± 0.005 0.314 ± 0.008 1.00 0.283 ± 0.009 0.322 ± 0.010 1.06 ± 0.02

LW detectors 0.611± 0.014 0.637 ± 0.014 1.00 0.584 ± 0.015 0.644 ± 0.016 1.04 ± 0.02

The line full widths at half maximum that we measure on our profiles are slightly larger than those
measured before launch: 0.31 instead of 0.29 for the short wavelength detectors, and 0.61 instead of 0.60
for the long wavelength detectors. This is likely due to the broadening effect of transients.
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Figure 5.24: Measured grating profiles (plus signs) and comparison with a Gaussian fit (solid line). The
residuals, i.e. the difference between the measured profile and the Gaussian fit, are also shown (dashed
line). Up: profile for short wavelength detectors (SW1 to SW5) ; down: profile for long wavelength
detectors (LW1 to LW5).
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5.11.4 Effect of a lower spectral sampling

The above study of the line profile has been conducted with the highest oversampling permitted in
the observations, an oversamping of 8, i.e. eight points per spectral element. However, in AOTs L01
and L02, four different oversamplings were permitted: 8, 4, 2 and 1. Following the Nyquist theorem,
an oversampling of two or higher allows derivation of the line flux with a precision better than 5% (a
sampling of 1 point per spectral resolution element would be clearly insufficient). However, we would like
to warn the user that a Gaussian fit to observations obtained with an oversampling of 2 or even 4 might
give results with a higher error than the one quoted above for an oversampling of 8. This is due to the
fact that when a line is scanned quickly, the transient effects are more important and tend to broaden
the line. This effect should be reduced once a transient correction (Section 6.9) is available.

5.12 Fabry-Pérot Wavelength Calibration

5.12.1 Introduction

The LWS Fabry-Pérot interferometers are fully described in Davis et al. 1995, [12] but for this section,
which explains the adopted strategy and the results of the wavelength calibration, we can simply think
of a Fabry-Pérot as two partially transmitting mirrors facing each other, a distance d apart.

Under simplifying assumptions the FP transmission has a maximum at wavelength λ when:

λm

2
= d (5.8)

where m is a positive integer called the ’order’. Note that at separation d there are an infinity of
transmitted wavelengths, namely 2d, d, 2/3d and so on. To avoid contamination by undesired wavelengths
the LWS FP used the grating as an order sorter.

In Equation 5.8 there are no free parameters so that once d and m are known we can easily derive
λ without needing a calibration. But the separation between mirrors was read out by the on-board
electronics in terms of a quantity, the FP encoded position, whose relation with d is known from ground
calibration to be a cubic function. So Equation 5.8 turns into:

λm

2
= A + Bx + Cx2 + Dx3 (5.9)

Being the result of a digital measurement, x is an integer running from 0 to 4095. Wavelength calibration
means then deriving the four coefficients of the above polynomial.

5.12.2 Strategy of calibration

Let us assume that we have observed a number of lines at wavelengths λi and found their centres1 xi.
We can not directly invert Equation 5.9 to find the unknown coefficients because we still miss the orders
mi. So that the first step is to observe the same line in at least two adjacent orders, say m and m + 1.

The AOT logic selected for each wavelength one single order, so to observe the same line at different
orders we executed special dedicated observations (COIF). Having determined the centres x1 and x2 for
the two orders we recast Equation 5.9 in a different form:

λ

2
= B(x2 − x1) + C(x2

2 − x2
1) + D(x3

2 − x3
1) (5.10)

1Note that the position of a centre, being the result of a fitting procedure, is no longer an integer but a decimal number.
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After observing lines in different orders a first estimate of the coefficients is obtained with a least squares
fit. Now we rewrite Equation 5.9 in the following way:

mi,j =
2
λi

(A + Bxi,j + Cx2
i,j + Dx3

i,j) (5.11)

where i refers to a given wavelength observed at order j. All the m’s must be integer so that the value
of A which minimises the differences ‖mi,j − INT(mi,j)‖ is looked for. Once A is found Equation 5.9 is
used to determine the order m and finally all four coefficients can be derived at the same time, again
using a least squares fit.

5.12.2.1 The line fitting algorithms

To find the centre of a line three algorithms can be used and are now briefly described.
The three techniques are completely independent of each other and give us a better estimate of the centre
position and its error, defined as max‖xi − x‖ with x being the average of the three values xi.
However, the FP wavelength calibration was carried out according to the procedure described in the
previous section and uses only the first method described below. All three techniques have been used for
the monitoring programme discussed later.

• Determination of the centroid
The background is estimated, and then subtracted, by fitting a low order (≤ 3) polynomial to the
ends of the FP scan, far from the line. The line profile is divided into a number of points, usually
10, avoiding the wings and the peak where the profile could be distorted, e.g. by memory effects.

At each point the segment that intersects the line is found and the half-power point computed. The
10 half-power points are then averaged. The procedure, fully described in the LWS Calibration File
Derivation Procedure, gives as output:

– the peak position and its error;

– the peak flux in term of photocurrent;

– the full width at half maximum (FWHM).

• Fourier interpolation
The background is estimated as in the previous method. The line is then Fourier transformed and
all the high frequencies filtered out. After an inverse transformation the obtained smoothed line
profile is reconstructed to find the peak position and intensity as well as the FWHM.

• Gaussian fitting
The IDL procedure GAUSSFIT has been used. It simultaneously fits the background and the line
profile so from this point of view it is the best of the three methods presented. The procedure gives
the line centre, peak height and FWHM. In all cases the FP line profile is definitively not Gaussian,
being the convolution of the source intrinsic profile and an Airy function so that only the centre
position is reliable.

Experience has shown that even at low signal-to-noise ratio, the three line centres very rarely differ by
more than one FP encoded position.

5.12.3 Calibration for OLP Version 10

Lines and sources observed to calibrate the short wavelength FP (FPS, covering from 46.764 µm to
71.892 µm) and for the long wavelength FP (FPL, covering from 70.186 µm to 197.094 µm) are reported
in Table 5.17. The derived coefficients are written in Table 5.18.
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Table 5.17: Lines and sources used to calibrate the FP’s. Rev. is the revolution number.

Source Rev. Ion Line Orders
[µm]

FPS NGC 7027 168 [O i] 63.2 87, 88
G 36.3+0.7 300 [O iii] 51.8 104, 105, 106
G 0.6−0.6 321 [O iii] 51.8 105, 106
NGC 7027 370 [O i] 63.2 88, 89

FPL NGC 7027 175 [O i] 145.5 69, 70
G 0.6−0.6 287 [O iii] 88.4 114, 115
G 36.3+0.7 300 [O iii] 88.4 114, 115

In Figure 5.25 the relation between encoded position and gap between plates is shown as a solid line
for both FPS and FPL. Asterisks mark the positions where a particular combination (λ, m) falls. The
combinations actually selected by the AOT logic are indicated. All wavelengths observable with FPS
correspond to a particular position inside the portion of the curve delimited by two vertical segments.

Table 5.18: FPS and FPL wavelength calibration coefficients (see Equation 5.9).

FPS FPL

A 2713.2569 5010.6224
B 0.023870650 0.031654363
C 4.1581366 10−7 7.3574580 10−8

D −2.4636391 10−11 5.1097999 10−11

5.12.4 Monitoring the Fabry-Pérot wavelength calibration

To check the stability of the calibration against possible temporal trends, weekly observations have been
performed on a number of selected sources, chosen according to their luminosity, visibility and with as
small FWHM as possible. Lines and sources used for this task are listed in Table 5.19.

Table 5.19: Lines and sources used to monitor the FP calibration.

Ion Line FP Source
[µm]

[O iii] 51.8 S G 0.6−0.6, G 36.3−0.7, NGC 7027, NGC 7538
[N iii] 57.3 S NGC 3603, G 0.6−0.6, NGC 6302
[O i] 63.2 S NGC 7023, NGC 7027, NGC 7538, S106

[O iii] 88.4 L G 0.6−0.6, G 36.3−0.7, NGC 3603, NGC 7538
[N ii] 121.9 L G 0.6−0.6
[O i] 145.5 L NGC 7023, NGC 7027
[C ii] 157.7 L G 0.6−0.6, NGC 6302, NGC 7023, NGC 7027,

NGC 7538, S106
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Figure 5.25: Distance between plates versus encoded position for FPS (top) and FPL (bottom) wavelength
calibration coefficients. The instrument was always operated in the range delimited by the two small
vertical segments. Note the larger interval of positions used for FPL. The asterisks mark the position
corresponding to a particular combination (wavelength, order). To calibrate the instrument some other
combinations were used, also shown in the figure.

Each line has been fitted with the methods previously described so that its centre is the average of three
values. It has been converted into wavelength using Equation 5.9 and taking into account the relative
motion of the source with respect to the satellite.
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5.12.4.1 Results for FPS

The calibration looks stable with no temporal trend. Note that the [N iii] line was not used to derive
the calibration coefficients, so that we can use our data to measure its rest wavelength. Combining all
11 measurements we get λ± 1σ = 57.32952± 0.00072 µm, in perfect agreement with the quoted value in
the literature (57.33 µm). In Table 5.20 the rms error for each wavelength is reported.

Table 5.20: The rms calibration errors for each line observed as part of our monitoring programme for
FPS.

Ion Line Error
[10−4 µm] [km s−1]

[O iii] 51.8 9.5 5.5
[N iii] 57.3 7.2 3.8
[O i] 63.2 8.7 4.1

5.12.4.2 Results for FPL

Figure 5.26 illustrates the monitoring of the FPL wavelength accuracy. As can be seen, especially in the
plot corresponding to the [O i] line at 145.5 µm, the calibration seems to be affected by systematic errors.
But even in the worst case errors are lower than half a spectral resolution element.
The rms errors are reported in Table 5.21. Note that when the measured wavelength is systematically
shifted with respect to the rest wavelength, the rms is a measure of the average displacement and not a
true scatter around the mean.

Table 5.21: The rms calibration errors for each line observed as part of our monitoring programme for
FPL.

Ion Line Error
[10−3 µm] [km s−1]

[O iii] 88.4 1.5 5.1
[N ii] 121.9 2.2 5.4
[O i] 145.5 6.6 13.6
[C ii] 157.7 3.0 5.6

5.12.5 Fabry-Pérot wavelength accuracy

As is clear from Equation 5.8 or 5.9 in Section 5.12, what we measure is the distance d and not the
wavelength λ. For this reason the accuracy of the calibration depends on which FP position range was
used to observe a given line. This information is written in LSPD files.
Looking at Figure 5.25 (top) and Table 5.20 we conclude that the accuracy of the wavelength calibration
for FPS is ∼4 km s−1 at positions x < 2000, slightly increasing to ∼6 km s−1 at larger values of x. A
reasonable choice for error over the range of positions is then ∆λ = 2.00 10−5λ.
In the case of FPL the range covered by the instrument is larger. From Figure 5.25 (bottom) and
Table 5.21 it is evident that a systematic error is present in the calibration, increasing towards larger x
values.
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Figure 5.26: Monitoring data for FPL. Solid line: rest wavelength. Left ordinate: wavelength in microns;
right ordinate: difference from rest position in km s−1. Symbols: 3 G0.6-0.6 (first 2 plots), NGC7023
(second 2 plots); 4 G36.3-0.7 (first), NGC7027 (third and fourth); 2 NGC3603 (top), NGC7538 (last);
× NGC7538 (first), S 106 (last); for the last plot + G0.6-0.6 and ∗ NGC6302.

For the validation of OLP Version 10 data, the accuracy of lines was studied in NGC 7027 for 21
observations. Excluding the 145.5 µm [O i] line, the overall rms error was 2.69 km s−1. Measurements
of the 145.5 µm line were made during orbits 601, 706, 713 and 734. If the rest wavelength is taken to be
145.525 µm then the velocity residuals of these measurements are +16.1, +20.7, +18.2 and +18.2 km s−1,
which makes the overall rms error 4.42 km s−1. However, if a value of 145.535 µm is used, the velocity
residuals are −4.50, +0.11, −2.37 and −2.37 km s−1, and the overall rms error is only 2.65 km s−1.

This discrepancy in the measurement of the 145.5 µm line of NGC 7027 suggests that either:

• this line arises from a region which has a different velocity signature compared to the other lines
measured in NGC 7027. This is plausible given the complex nature of NGC 7027 (see Phillips et al.
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1991, [32]). However, the [O i] line at 63.2 µm observed with FPS did not show such high residuals in
FPS, which makes this hypothesis difficult to believe.

• the 145.525 µm rest wavelength, the value used when deriving the wavelength calibration, is inaccurate.

A literature search has shown there are two different values recorded as the rest wavelength for the 145.5
µm [O i] line:

• 145.525 µm, from the NASA’s Jet Propulsion Laboratory Spectral Catalog
— see http://spec.jpl.nasa.gov/ and Zink et al. 1991, [47]

• 145.535 µm, from The National Institute of Standards and Technology
— see http://www.nist.gov/.

The difference of 0.010 µm between both values is equivalent to 21 km s−1. In any case, until this
ambiguity is resolved, users should view their line velocity measurements of the 145.5 µm [O i] line with
caution.

Another systematic check of the accuracy of the FPL calibration was made using 16 CO lines observed in
Orion BN/KL between revolutions 699 and 873. The systematic error indicated above was evident, but
to a lesser extent. Once the source velocity was subtracted (+ 9 ±1.9 km s−1, Knapp et al. 1981, [23]),
the residual velocity differences (i.e. observed wavelength minus rest wavelength, expressed as velocity)
have an rms of 6 km s−1 and are never worse than ± 11 km s−1, as shown in Figure 5.27. This figure
can provide some guidance to users on the magnitude and time-dependent nature of systematic errors
observed in well calibrated LWS FPL data.

Figure 5.27: Velocity residuals measured for 16 CO lines in Orion. The dispersion of these residuals gives
an idea of the wavelength accuracy for FPL.

For the accuracy of FPL measurements, we therefore adopted the most conservative value, half of the
spectral resolution element or 13 km s−1 even if the internal scatter of data points seem to imply that a
better accuracy could potentially be achieved. For FPS data the accuracy adopted is 1/3 of a spectral
resolution element or 6 km s−1.
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5.13 Fabry-Pérot Resolution and Line Profiles

Measurements of the Fabry-Pérot efficiency and resolving power were made during ground testing using
a far-infrared laser at a number of spot wavelengths (Emery et al. 1993, [15]). It has proved difficult to
confirm these measurements in-orbit owing to an absence of emission lines that are sufficiently narrow so
that the intrinsic width of the line can be ignored with respect to the resolution element of the Fabry-
Pérot. The presence of transient effects (Section 6.9) also causes the lines to be artificially broadened.
The resolving power as derived from ground testing are listed in Table 5.22.

Table 5.22: Fabry-Pérot resolving power and resolution values for each detector, as measured on the
ground before launch.

FP Det. λ res. power res. element
[µm] [µm]

FPS SW1 47.00 8600 0.0055
SW2 56.17 8450 0.0066
SW3 66.09 8200 0.0081

FPL SW4 75.68 7800 0.0097
SW5 84.80 9200 0.0092
LW1 102.42 9700 0.0105
LW2 122.19 9600 0.0127
LW3 141.78 9250 0.0153
LW4 160.59 8900 0.0180
LW5 178.00 8500 0.0209

5.14 Accuracy of the Parallel and Serendipity Mode Calibration

The calibration of the parallel and serendipity modes can be checked in various ways:

1. when the parallel data is taken at the same position as an independent prime pointing

2. before the instrument becomes prime there is some serendipity data at that pointing

3. by looking at overlapping parallel rasters taken on different revolutions

5.14.1 Prime mode observations coincident with parallel observations

Table 5.23 lists five L01 observations which were selected to provide a direct cross-check between parallel
and prime mode. All L01 positions lie within the parallel rasters with the two Galactic Centre pointings
being exactly coincident with one of the raster positions.
Figure 5.28 shows the Galactic Centre background position where the pointing is the same for the prime
and parallel mode observations. For all positions the agreement is generally better than 20%. This result
was obtained by comparing the fluxes from each detector at the parallel wavelengths with the prime
data at those specific wavelengths. The best agreement was in the Galactic Centre position with the
maximum flux. The first position in ρ Oph, which is in a low flux region, showed the worst agreement.
The uncertainties in dark current affect the quality of the data; hence, this result meets expectations.
There were no systematic differences found, although detectors SW1 and SW2 could be more than a
factor of two higher or lower than the prime mode. For the interpolated positions all other detectors were
well within a factor of two of the prime mode.
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Figure 5.28: The L01 full grating spectrum of a background position near the Galactic Centre. The
diamonds are fluxes from an observation done in parallel mode at the same position.

Table 5.23: L01 observations concurrent with parallel observations.

TDT RA Dec Source

29502313 16 25 43.5 −24 11 39.8 ρ Oph
48400517 16 27 02.0 −24 37 25.6 ρ Oph
29200534 16 26 26.3 −24 24 29.9 ρ Oph
69601005 17 48 00.8 −28 37 38.1 Gal. Centre background
69600801 17 46 42.5 −28 49 01.3 Gal. Centre

5.14.2 Comparison with prime mode from stabilisation periods

Before LWS prime mode observations are performed, there are between 10–20 ramps in the previous
serendipity product, for which the on-target flag is OK, the pointing is stabilised and serendipity mode
is still active. The fluxes obtained from these ramps can be compared to those obtained from the prime
mode at the same grating position to check on how accurately the serendipity fluxes are being derived.
In principle this can be done for every prime grating mode observation of a non-moving source. This
check was performed on ten observations selected to have varying properties e.g. flux, source extent, etc.
The agreement is very good when looking at bright point sources (see Figure 5.29; TDT 28701825) but
less good when looking at bright extended sources (see Figure 5.29; TDT 28701401) and faint sources. It
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is also interesting to note that in the latter case, the LW2–LW4 detectors are saturated in prime mode
and saturation effects are also present in the stabilisation period. The parallel flux is usually within 20%
of the prime mode flux and there are no systematic deviations except for detector LW1 which was often
about 30–40% lower in serendipity mode than in prime mode.

Figure 5.29: Two comparisons between serendipity mode just before an observation (filled diamonds) and
averages at grating rest position during that observation (open diamonds).

5.14.3 Comparison between overlapping parallel rasters

The parallel mode interactive analysis (LPIA) enables the building of a map from constituent product
files using linear interpolation to form a uniform grid. Figure 5.30 shows one example where a map has
been generated from about 15 large (≥30 points) rasters and 32 other parallel observations. The raster
pointings superposed on this map are from TDT 31300236 and the fluxes obtained at each point, both in
the map and the constituent raster are shown in Figure 5.31. Each individual point from the raster was
ratioed with the nearest point in the map (i.e. for TDT 31300236, 401 ratios were obtained per detector)
and these were averaged to get one comparison value for that detector per observation. This comparison
was tried in three other areas (TDTs 32201917, 31201606 and 64102109) and the average ratio was always
found to be within 20% with the majority of ratioes well within 10%.
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Figure 5.30: A parallel map produced from several rasters in the Galactic Centre region. The pointings
of one of the constituent raster observations, TDT 31300236, are shown.

5.14.4 Comparison with other instruments

In addition to checking the internal calibration, comparisons can be made also with IRAS and ISOPHOT.
For each of these other instruments the comparison is difficult to interpret as the flux obtained from LWS
parallel observations covers a very narrow spectral band whereas the other instruments are observing a
much broader spectral range. In spite of this, one important aspect which can be addressed by comparing
LWS parallel data with data from other instruments, and which cannot be discerned with the internal
checks, is to see if the beam shapes used for the conversion from W cm−2 µm−1 to MJy sr−1 are rea-
sonable. Maps were generated covering the ρ Oph region and compared with IRAS High-Res maps, at
60 µm (with those of SW2 at 56.2 µm and SW3 at 66.1 µm) and 100 µm (with SW5 at 84.8 µm, LW1
at 102.4 µm and LW2 at 122.1 µm). The comparison was made by selecting linear strips across ρ Oph
and looking at the profiles along those strips. The difference between the instruments was no more than
10%. At 60 µm SW2 profiles almost exactly matched the IRAS profile and the SW3 profile was always
higher indicating that the effective wavelength of the IRAS filter may be nearer the SW2 wavelength
than SW3. At 100 µm LW1 gave a very good match (difference ≤5%) and SW5 (84.8 µm) was higher,
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Figure 5.31: The comparison between the map fluxes and the raster fluxes for the ten LWS detectors in
the pointing sequence of TDT 31300236. The map fluxes are shown in blue and the raster fluxes are
shown in red.

while LW2 (122.1 µm) and the PHOT (80–120 µm) filter were lower. LW2 is the only detector in parallel
mode where the wavelength is coincident with a strong ([N ii]) line; therefore, we do not expect good
agreement with IRAS as the IRAS 100 µm filter only has a 20% transmission at 120 µm.
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Chapter 6

Caveats and Unexpected Effects

In-orbit the LWS was generally a well behaved and linear instrument, therefore the only persistent problem
many users will find with their data is the presence of glitches (Section 6.1) and often a small difference
between the two scan directions due to transients (Section 6.9). Spurious spectral features are fairly rare
but those known are covered in Sections 6.7 to 6.11.

The 10 sub-spectra may not completely match photometrically (Section 6.5) for various reasons, such
as statistical errors in the dark current (Section 6.4) and responsivity determination during processing
(Section 4.4.1). The instrument also becomes non-linear when exposed to high fluxes (Sections 5.7 and
6.10).

For observers with data from extended sources, the LWS optics caused fringing and fracturing in the
beam and these effects are described in Sections 6.2 and 6.3. As the LWS photometric calibration is
based on a point source, these effects combined with diffraction will mean that the matching between
sub-spectra will be worse for extended sources than point sources.

There are a further two caveats specific to the FPs, an unexplained systematic error in the wavelength
calibration which nevertheless remains within the accuracy specifications (Section 6.12) and a problem,
mainly concerning L03 observations, where the grating element is not placed accurately enough for the
FP scan to be in the centre of the grating profile (Section 6.13).

6.1 Glitches

The deglitching performed by Derive-SPD is believed to remove the majority of the glitches in the data.
However, some glitches may still remain undetected as illustrated in Figure 6.1. In particular, any glitch
which occurs during the period of time discarded at the beginning of each ramp is not currently detected.

In addition it has been found that some (large) glitches have a long lasting effect on the detector respon-
sivity. They can cause one scan for one detector to be significantly higher for some period of time. It is
recommended to look carefully at the data scan by scan and discard dubious data points. This can be
done easily within ISAP (see Section 8.2.2).

6.2 Response to Off-axis and Extended Sources: Fringes in the

Data

Channel fringes are seen on all LWS spectra of extended or off-axis point sources, as is illustrated in
Figure 6.2.

105
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Figure 6.1: Example of a remaining glitch in the calibrated data. This figure shows the individual scans
(7 scans) plotted on top of each other. It partly covers three detectors: LW3 (violet), LW4 (green) and
LW5 (yellow). The highest point in the spectrum (near 151 µm) is due to a glitch occured during one
scan on detector LW3.

Extensive modelling of the response of the instrument has shown that the channel fringing is caused by
Mirror 2 which was stepped, as explained in Section 2.3 and Section 5.9, causing interference between
the reflecting surface of the LWS field mirror and its support structure as the diffraction pattern from
the source falls off the edge of the field mirror itself.

The distance between any two fringe antinodes is predicted to be (σ1−σ2) ∼ 1
2h = 0.33 cm−1 in frequency

space. As is evident in many observed source spectra (see for example Figure 6.2), the amplitude of this
parasitic fringing increases with wavelength. Further, the diameter of the Airy pattern from the telescope
also increases with wavelength because of diffraction, so it is more likely that the detector will view the
annular part of Mirror 2. The contour field mirror controlled the illumination of this annulus. Modelling
(Section 5.9) has determined that a 120′′ diameter beam fell onto Mirror 2 and the annulus.

The reflectivity of the support structure material is not known well enough at these wavelengths to
permit the production of an exhaustively quantitative model that would allow the removal of the channel
fringes given knowledge of the spatial structure of the source. Instead a method has been devised that
performs a multivariate fit for the period, amplitude and phase of the sinusoid in wavenumber space and
removes it from the spectrum by division or subtraction. This has proved successful in removing the
channel fringing from the continuum spectrum of most sources whilst preserving the shape and intensity
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Figure 6.2: Example of fringes in the spectrum of an extended source. Only the long wavelength detectors
are shown here, as they are the most affected by the problem.

of the unresolved spectral features. A special command is available in ISAP (see Chapter 8) to apply
this defringing method to LWS grating spectra.
High frequency fringing also occurs on Fabry-Pérot spectra, although this is much more rarely seen. The

spacing of the fringes in wavenumber is known: 0.0095 cm−1. As for the grating, the fringes are stronger
for longer wavelengths and undetectable for short wavelengths ; their origin is probably the same as the
one for the grating and related to Mirror 2. The DEFRINGE routine in LIA (see Chapter 8) allows the
application of the defringing method to all three AOTs L01, L03 and L04.

6.3 Response to Off-axis and Extended Sources: Spectrum
Fracturing

For point sources observed off-axis, and to a lesser extent extended sources, the stitching between adjacent
detectors breaks down when the source lies in a particular part of the beam (see Figure 6.3). The reason
for this is unknown but the part of the beam affected is the edge that passes close to the cutout in
the contour field mirror, between Mirror 2 and the collimator. At shorter wavelengths the flux levels
are generally higher in this region compared to similar radii in other parts of the beam, and at longer
wavelengths the effect of fringing is reduced. The spectrum takes on a broken or fractured appearance
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with large discontinuities between detectors. The effect is worse at shorter wavelengths and for the SW
detectors it introduces a strong gradient in the flux with wavelength. The variation of the mean flux in
the fractured region is the main cause of the asymmetry in the beam, and of the difficulty in modelling
it. Two routines in LIA, CORRECT_SPECTRUM for point sources and EXTENDED_FLUX for extended sources,
can be applied to reduce this effect in the spectra.

6.4 Dark Current Subtraction

As explained in Section 4.4.2, in the pipeline processing of the two grating AOT’s (L01 and L02), the
dark current is taken either as the average of the two dark current measurements performed respectively
at the begining and the end of each observation, or as a ‘fixed’ dark current that was determined in
dedicated calibration observations (see Section 5.4). For the majority of sources, i.e. those above about
20 Jy at 60 µm, the dark current is negligible. For faint sources however, the uncertainty in the dark
current measurement can become large relative to the source flux level and can lead to sub-spectra being
misaligned or even to a negative sub-spectrum if the dark current determined is higher than the on-target
flux. In such cases, it is better to revisit the dark current subtraction in LIA. The user can then chose
to use the ‘fixed’ dark current or a dark current previously interactively derived within LIA (for LIA see
Section 8.2.3).
Processing of Fabry-Pérot data (L03 and L04) systematically uses the fixed dark current.

6.5 Differences between Overlapping Sub-spectra

In some cases there is a difference between the sub-spectra from different detectors in their overlapping
regions, where they should in principle be at the same flux level. As an example see Figure 6.4 where the
SW3 detector is obviously misaligned compared to the rest of the detectors. Each sub-spectrum has an
independent calibration and this misalignement is most probably due to uncertainty in the responsivity
of the detectors, estimated independently for each observation.
The LWS calibration is based on Uranus, which is a point source within the LWS beam. The output
of the automatic processing assumes the observed object is also point like in the LWS beam. Therefore
for most point sources there is almost no difference between the levels of the detectors with the small
differences being due to the uncertainty in the determination of the responsivity of that detector for that
observation. For extended sources the sub-spectra are not expected to match. This is because LWS has
a different effective beam size for different detectors due to fringing. A full description of the LWS beam
and the fringing along with information on how to correct for these effects can be found in Section 6.2.
Another uncertainty, which can have an impact on the relative levels of the sub-spectra, is that of the
determination of the dark current. On this subject, see Section 6.4.
It should be noted that SW1 has the least reliable photometric calibration of the LWS detectors, due to
a long time constant which makes it visibly affected by long term transient behaviour (Section 6.9).
From a photometric point of view, it is strongly recommended that users should not attempt to merge
the sub-spectra together. Nevertheless, the spectra can be fitted back together within ISAP (see Sec-
tion 8.2.2).

6.6 Spurious Features Introduced by the RSRF

The calibration of any source is achieved by dividing the observed photocurrents for that source by
the Relative Spectral Response Function (RSRF) i.e. the overall responsivity of the instrument for each
detector, in terms of current per unit flux-density (Section 5.2.2). Clearly, any spurious features in the
RSRF will be transferred to the calibrated spectrum. The signal-to-noise ratio obtained in the calibration
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Figure 6.3: Spectra of Mars observed at various positions off-axis corresponding to those in Figure 5.16.
The fracturing of the spectra can be seen on one side of the field, and the effects of fringing at longer
wavelengths.

observations of Uranus – and therefore in deriving the RSRF – is comparatively modest and thereby limits
the signal-to-noise ratio on the calibrated spectrum of any other source, no matter how strong.

An eventual lack of precision in the Uranus model used to define the RSRF would also be propagated to
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all LWS observations, creating possible spurious features in the calibrated spectra.
A good example of spectral features induced by uncertainties in the RSRF is a double-peaked profile
visible in OLP Version 10 data products of all SW1 spectra of strong-continuum sources, as illustrated
in Figure 6.4.

Figure 6.4: The double-peaked feature in SW1 visible here (around 44 and 47 µm) is a probable example
of spurious freatures due to an uncertainty in the Uranus model used to derive the RSRF.

Therefore observers should be very circumspect in picking out unknown features in their spectra: these
should be checked against the published RSRF (in the LCGR file). This can be done with the LWS
Interactive Analysis software (LIA – see Section 8.2.3).

6.7 The Near-Infrared Leak

LWS spectra of stars that are bright in the near-infrared (NIR) sometimes contain features which resemble
broad spectral features, but which do not occur at the same wavelength in detectors which cover the same
range (see an example in Figure 6.5). The origin of these features is believed to be a near-infrared leak in
the blocking filters located in front of the detectors. This supposition is supported by a statistical test,
which showed a correlation between these features and the brightness in the J, H, and K near-infrared
photometric bands. The strength of these features is best correlated with the strength of the sources in
the H-band (1.6 µm). In a small sample of post-main-sequence stars observed in the Core Programme,
all those which had an H-band emission brighter than about 2.2 magnitudes (around 140Jy) were seen
to exhibit these spurious features.
Follow-up observations of one of the affected sources gave results consistent with a near-IR leak as the
origin of the features. The spurious features are now known to be reproducible, in terms of wavelength,



6.7. THE NEAR-INFRARED LEAK 111

Figure 6.5: Example of features due to the near-IR leak in the spectrum of Aldebaran.

shape and FWHM from one source to another and for repeated observations of the same source. This
means that a template profile can be created which observers can fit to their data and use to remove
the spurious features. To first order the profile is Gaussian for each of the three most-affected detectors:
SW2, LW1 and LW2. The short-wavelength wing of a similar feature also affects the longest-wavelengths
of detector SW1’s range, while the long-wavelength wing of a spurious feature affects the shortest wave-
lengths of detector SW3’s range. The best estimates of central wavelength and FWHM of the Gaussians
are given in Table 6.1.
Using these parameters, it has proved possible to effectively remove these spurious features and to detect
narrow emission lines that were undetectable before.
Based on the small number of affected sources in the Core Programme, we can offer the following esti-
mates:

1. The spurious features become noticeable when the H-band emission of the observed source is brighter
than 2.2 magnitudes, and the ratio of flux densities F(1.6 µm)/F(60 µm) ≥ 4.

2. A zero magnitude source at the H-band (roughly F (1.6 µm) = 1050Jy) gives a feature with peak
flux 1.5 10−18 W cm−2 µm−1 in detector SW2.

LWS observations affected by the near-IR leak have now been corrected from the features and the corrected
spectra are available as ‘Highly Processed Data Products’ (HPDP) from the ISO Data Archive.



112 CHAPTER 6. CAVEATS AND UNEXPECTED EFFECTS

Table 6.1: This table gives the characteristics of the features that are observed due to the near-IR leak of
the blocking filters of the LWS detectors. The values for SW1 and SW3 are rather unreliable as only one
wing of the feature is visible on either of these detectors.

Detector Peak wavelength FWHM
[µm] [µm]

SW2 53.60 1.86
LW1 105.08 4.30
LW2 109.39 3.91
SW1 51.6 2.4
SW3 52.2 4.0

6.8 ‘Detector Warm-up Features’ in the Long Wavelength
Detectors

Spurious emission features appear on the LWS spectra from the longest wavelength detectors (LW3, LW4
and LW5) in observations taken towards the end of the mission. An example of a spectrum affected by
these features is shown in Figure 6.6.
A systematic investigation by the LWS Instrument Team led to the identification of the features in the
following observations (TDT numbers):
65401108, 65601407, 66401804, 66500305, 66500306, 66801524, 66801525, 67100301, 67301203, 67301222,
67301223, 67501340, 67501357, 68500805, 68501504, 68701144, 68900805, 68900806, 70301315, 70302001,
70302002, 70302104, 70302105, 70302225, 70601702, 70601904, 71301708, 73700762, 73701360, 73701459,
74601203, 74802710, 74802912, 74803403, 74901722, 74901723, 75002331, 75002332, 75002333, 75400423,
75601535, 79000702, 80401605, 81301224, 81301225, 81301226, 81301227, 81301228 81301301, 81601413.
Note however that this list is not exhaustive; in particular the features have been recognized only in
L01 spectra, since the wavelength ranges covered in L02 and L04 spectra are too small to be able to
distinguish these features. For L03 data no systematic search for the presence of these features has been
carried out.
The features are broad (a few µm) emissions centred near 155 µm on detector LW3, 159 µm on de-
tector LW4, and 163 µm on detector LW5. In addition to them, a rise in flux can be seen on the
LW5 detector longward of 180 µm. The features are more visible on rather faint sources (typically less
than a few 10−18 W cm−2 µm−1 at 160µm), since the peak strength of the features is a few times
10−19 W cm−2 µm−1. The biggest problem of these features is that the one on the LW4 detector blends
with the 157µm [C ii] line.
A detailed examination of the cause of these anomalies has shown that they are associated with a simulta-
neous increase in dark current, noise and spontaneous spiking on the stressed detectors and a decrease in
the current required to maintain the temperature of the stressed detector mount. This all indicates that
the temperature of the stressed detector mount, which is connected to the helium tank, did not recover
to the nominal value following the illuminator flash at the begining of the observations. An increase of
only a few hundred milli-Kelvins is sufficient to radically change the dark current and noise performance
of the stressed detectors. The straylight features themselves appear to be due to radiation from a source
of 8 K located somewhere in the vicinity of the detector block - possibly radiating through the holes in
the back of the instrument. The theory advanced to explain the change in the thermal balance of the
instrument is that the liquid helium film in the tank broke periodically in the vicinity of the LWS strap
location as the tank came close to exhaustion. The radiation and conducted heat from the illuminators
then caused the detector block to warm up with little or no cooling power available from the LHe tank.
As the observations progressed the detectors can be seen to return to there nominal state but, unfor-
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Figure 6.6: The straylight features on LWS detectors LW3 (at 155 µm), LW4 (at 159 µm) and LW5 (at
163 µm). Note also the strong rise in flux beyond 180 µm.

tunately, the stressed detector data from the observations affected are effectively useless as the changes
in responsivity, dark current and the spontaneous spiking mean that they cannot be calibrated in any
meaningful way.

6.9 Transients and Memory Effects

6.9.1 Description

All LWS detectors presented some level of memory effects, also called transient effects, due to the slow
response times (typically tens of seconds) to changes in illumination (Church et al. 1992, [7]). These non-
linear effects were more severe for the Ge:Be detector (SW1) and some of the stressed Ge:Ga detectors
(LW2–LW5). The response of the detectors depended not only on illumination level, but also on the
illumination history. The transient effects could be enhanced by intrinsic spectral characteristics of the
observed astronomical source, but also by strong glitches or fringes. A good illustration of the response
times of the detectors is given by the time series of L02 fixed grating observations, where each detector
remains at one wavelength and thus sees the same flux for a long time. Figure 6.7 (from Müller 2001,
[29]) shows typical examples of transients in such fixed grating observations. In this mode of operations,
the transients are easy to correct for, but it is much more difficult for a normal scanning mode, where the
illumination experienced by each detector changed every half-second and the detectors never had time to
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stabilise.
The best way to correct the transient effects in spectra would have been to handle a complete physical
model of each detector as well as a complete knowledge of the detector illumination in all observing
conditions (see Coulais & Fouks 2001, [10]). However, there was no such model available for LWS
detectors.
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Figure 6.7: Transient examples, taken from L02
fixed grating observations of Uranus and Neptune.
Only the first 300 s are shown. One can distinguish
between short term transients (first 50 to 100 s) and
the long term responsivity drifts, which are not even
stabilised after 1500 s (mainly LW4 and LW5). A
reference flux value (triangle) was calculated for the
integration time between 100 and 150 s.

Some attempts to derive a physical model of Ge:Ga photo-conductors were done in the PHT and LWS
teams before ISO launch, which were not conclusive. The use of an empirical solution has been proposed,
based on the standard Fouks-Schubert model (see Fouks & Schubert 1995, [17] and references therein)
derived for Si:Ga detectors, and used with success for CAM and PHT-S detectors (Coulais & Fouks 2001,
[10]; Coulais et al. 2001, [11]) and for some SWS detectors (Kester 2001, [22]). The detailed report of
the transient study in LWS is given in Caux 2001, [5].
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In order to implement this solution the formalism of the usual Fouks-Schubert model (Fouks & Schubert
1995, [17]), has first been adapted to the specific LWS case. The original Fouks-Schubert model is written
for semi-stationary fluxes. For photometric instruments, as CAM and PHT, this assumption is valid. This
is not really the case for the LWS spectrometer, for which the flux varies almost continuously. However,
generally the flux change from one step to the other is small and one can consider the semi-stationary state
valid, assuming each step of the spectrometer to be a new constant flux level. The original Fouks-Schubert
formula can then be rewritten into a more suitable form for LWS as:

Jn(t) = βJ∞
n +

(1 − β)(J ini
n − βJ∞

n )J∞
n

J ini
n − βJ∞

n + (J∞
n − J ini

n )e
−(t−tn)

τ

(6.1)

Where Jn(t) is the observed signal at the instant t, J∞
n is the expected signal if no transient effects were

present, J ini
n is the observed flux just after the change at the time tn and τ is a time ‘constant’ which

depends on the detector (we will see later that in the LWS case, τ is not constant). We also have the
continuity equation:

J ini
n = Jfinal

n−1 + β(J∞
n − J∞

n−1) (6.2)

We have tried different forms of τ and the best results, in terms of quadratic difference between forward
and backward scans, were obtained with:

τ =
E

abs(Jn − Jn−1)α
(6.3)

where E, α and β are free parameters which are intrinsic for each detector. One can note that the main
difference with the original Fouks-Schubert relation is the dependence of τ with the signal gradient and
not with the signal value. The second order equation implies two solutions for the transient corrected
intensity, among which we always chose the one closest to the non-corrected value as for most observations
we do not expect a very strong correction.
In order to fully calibrate the transient-corrected spectra, we have derived a transient-corrected RSRF,
derived as the original RSRF (Section 5.2) but based on transient-corrected observations of Uranus (see
Caux 2001, [5] for more details). The differences between the transient-corrected RSRF and the original
RSRF are of the order of ± 2%.

6.9.2 The correction procedure

A dedicated LIA routine has been written to allow the user to correct LWS spectra for transient effects in
the case of grating observations. It is not yet implemented in the current LIA (Version 10.1) but will be
in one of the next LIA releases. This routine uses the SPD products as the correction should be applied
on the time series. It requires to average previously the scans (forward and backward scans separately)
to ensure a good signal-to-noise level of the data to be corrected. We have checked that generally the
differences seen on scans performed in the same direction are only due to noise. Sometimes, the first
forward and backward scans are affected by long term transient effects (due to a prior observation of
a very bright source for example), and require to be entirely zapped. It also requires a previous very
careful deglitching of the data as the presence of remaining glitches can seriously hampered the correction
process.

The best α, β and E parameters are computed for each observation, using the criterion that the signal
recorded on forward and backward scans should be equal. The observed difference is hence supposed to
be the signature of the transient effects which are different in the two scanning directions, due to the
asymmetrical spectral shape of the bandpass filters located in front of the detectors or to a gradient in
the spectrum.
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The procedure then applies the correction simultaneously to the forward and backward averaged scans,
and produces two transient-corrected spectra, one forward and one backward, which can be compared to
judge how well the correction performed, and which have to be further averaged together to produce the
final transient-corrected spectrum.

The LIA routine that finds the best Fouks-Schubert parameters has been tested on a wide set of different
observations and was found to be stable. We have used all available Uranus observations to check if
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Figure 6.8: Variation, with the revolution number, of α, β, E and gain (in terms of quadratic difference
between forward and backward scans) for Uranus observations (detector LW2).

the three tunable parameters vary for a given source. We have found all parameters rather constant for
all observations taken with the same detector bias and the same oversampling factor, as is illustrated in
Figure 6.8. The variation with bias and sampling factor is expected because the intrinsic properties of the
detectors vary with the applied bias and because the parameter τ is proportional to the signal gradient,
which varies with the oversampling factor for the same input flux. As an illustration of the parameter
values, the mean Uranus values for α and β are listed in Table 6.2. They are used as starting values in
the transient correction procedure but are expected to vary with the object because they depend on the
spectrum gradient. (E is coupled to α and the starting value is set to 1.0)

Table 6.2: Mean transient correction parameter values for Uranus, used as starting values in the correction
procedure.

Detector SW1 SW2 SW3 SW4 SW5 LW1 LW2 LW3 LW4 LW5

α 0.6679 0.5161 0.7788 0.7707 0.7000 0.5224 0.5382 0.4251 0.4412 0.5346
β 0.82 0.8971 0.9233 0.9033 0.9367 0.94 0.774 0.74 0.7942 0.9491
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The data improvement (in terms of quadratic difference between forward and backward scans) is impor-
tant for detectors presenting large memory effects (SW1, LW2 and LW3), and is smaller for the others,
particularly for non-stressed Ge:Ga detectors. This improvement depends as well on the type of source
observed: extended sources with large fringing are subject to a much larger improvement than point
sources.
The validity of the correction has been tested on different types of astronomical sources. Figure 6.9
shows the effect of the correction on an extended source (galactic line of sight). One can note a small
improvement at small scale, the remaining effects at large scale are supposed to be due to the imperfect
defringing. One can also note the difference in the absolute level of the flux, which has an incidence
on the stitching of the detectors. Figure 6.10 shows the improvement obtained on strong lines for a
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Figure 6.9: Result of the transient correction obtained for an extended source (detector LW2). Grey line:
original data - black line: transient effect corrected data.

non-extended source (a compact HII region) relative to the LWS beam. For a detector having small
transient effects (LW1; Figure 6.10a), the difference on the computed line fluxes is small (a few %) while
for a detector presenting larger transient effects (LW4; Figure 6.10b), it can be of the order of 10%. One
can also note the more symmetrical shape of the lines after the correction, as well as a line width closer to
the standard value. Finally, it can be noted that the wavelength calibration for transient effect corrected
data is slightly different than the original one.
Fabry-Pérot observations with LWS were always performed (for routine observations) by scanning the
spectrum in only one direction. This prevents the use of the forward and backward scan differences to
derive the correction parameters. We are presently working on a dedicated LIA routine to correct FP
observations interactively, which will require some inputs from the observer, as the astronomical source
line shape and width. This will always make the correction observer-dependent.
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Figure 6.10: Result of the transient correction obtained for a non-extended source. Grey line: original
data - black line: transient effect corrected data. (a) detector LW1; (b) detector LW4.
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6.10 Detector Non-linearity: the Strong Source Correction

6.10.1 Does your data require the correction?

The strong source correction is described in Section 5.7. To see if the strong source correction needs to
be applied to your data, you should look at your LSAN data in ISAP: this is best done by examining
the overlapping sub-spectra (in units of W cm−2 µm−1) of detectors LW1–LW4 with their neighbours
to see if their spectral shapes agree. LW3 is the most non-linear detector so it is best to check that one
first. If some of the detectors do not agree on spectral shape (and their spectra are ‘saggy’) then the
detector sub-spectra are affected by non-linearity. Figure 6.11 shows an example of a strong source that
has ‘saggy’ sub-spectra and requires the strong source correction. In particular you should check your
data for this if the saturated data flag comes up when data are loaded into ISAP.

A rough flux guide in Janskys: for data with a flux of less than 500 Jy at 150 µm the correction will not
be necessary (it is also unlikely that data in the range of 500 to 1000 Jy will need the correction). For
data in the flux range of 1000 to 10 000 Jy at 150 µm the correction might be required and the above
steps should be followed for further confirmation. Above 10 000 Jy it is very likely that the correction
should be applied to the data.

Figure 6.11: An example of a spectrum of a strong source, where the sub-spectra are ‘saggy’, i.e. the
spectra of overlapping detectors have different shapes.

If any of your detector sub-spectra look saggy, the strong source correction needs to be applied to the
data (the calibration of these saggy data is wrong, and cannot be trusted). The reason for, and the
description of, the correction are exposed in Section 5.7.
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6.10.2 Getting the correction applied to your data

If you have data requiring the strong source correction you can contact the UK ISO Data Centre via
isouk@rl.ac.uk. The data will then be corrected by experts and the resulting data files sent to you.
If you wish to carry out the correction procedure yourself, you can use the SS_CORR routine available in
LIA (see Section 8.2.3), followed by the SHORT_AAL procedure to process the corrected LSPD file into an
LSAN file. The strong source correction has been made using Mars, as well as Saturn. Both corrections
should be applied to your data and you have to decide which is best by looking at the agreement of the
sub-spectra shapes of the LSAN files. In some cases the decision is not easy so if you require help in
deciding please contact isouk@rl.ac.uk for assistance.
The new LSAN and LSPD files can then be used in ISAP and LIA to do any further data reduction.
On reading into ISAP you should see that the data are no longer saggy. You should not rely on the
absolute fluxes of this LSAN file. The absolute calibration of the linear detectors can be trusted however
and hence the sub-spectra of detectors LW1–LW4 can be scaled to one of these to produce a relative
calibration. In doing this it should be seen that now the detectors agree on the shape of the spectrum.
Ideally the observations of strong sources were carried out using quarter-second ramps (integrations),
however if they are half-second ramps the correction should not be applied directly to ramps of this
length (see Section 5.8). You will need to contact isouk@rl.ac.uk to have your data processed as
quarter-second ramps. Then the strong source correction will be carried out on the data (as described
above) and all the relevant data files will be sent on.
In the near future, a table listing the observations that have already been corrected for strong-source
effects will be available. The data from these corrected observations will be made available as ’Highly
Processed Data Products’ (HPDP) for download from the ISO Data Archive.

6.11 57.16 µm SW2 Feature in the Fabry-Pérot Spectra

An unidentified feature has been observed on several sources (Orion, 30 Dor, G 298.228−0.331) at
57.16 µm, about 0.17 µm shortwards of the [N iii] 57.33 µm line on detector SW2. This line cannot
be real because it is not seen on detector SW3. It is believed to be related to the line asymmetry seen
on the grating spectrum for the 57µm line on SW2 only, however the wavelength shift needed to make
the asymmetry observed on the grating in the cases of 30 Dor and G 298.228−0.331 is higher (0.35 µm)
than that observed on the FP spectrum. What causes this feature is not known.

6.12 FP Wavelength Calibration

Although the FP wavelenth calibration accuracy meets the specifications (see Section 5.12), the velocity
difference observed between different lines in a given object is substantially higher than the velocity
dispersion measured on repeated observations of the same line, as illustrated in Figure 6.12. This aspect
shows that the wavelength measurements by the Fabry-Pérot are very stable but the absolute wavelength
accuracy is hampered by an unknown effect, which could be the uncertainty on the theoretical wavelength
of some fine-structure lines, as discussed in Section 5.12.5.

6.13 Removal of the Grating Resolution Element in FP

Observations

Fabry-Pérot observations with the LWS were implemented as a series of mini-scans. For each mini-scan,
the grating was set to a fixed position and the selected interferometer was scanned over a range of gap
values. At the end of the interferometer scan, the grating was moved to a different position and the next
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Figure 6.12: This plot illustrates the good wavelength stability of the Fabry-Pérots together with the
uncertainty in the absolute calibration. Central velocities are plotted for each line and each object as
a function of revolution number. It shows that although for the same line/object the velocity is very
stable, the velocities derived from different lines are different. This evidences a systematic uncertainty in
the calibration which is not yet understood but which in any case is never higher than half a resolution
element.

mini-scan began. Each mini-scan therefore sampled the grating response profile, which must be removed
from the data. Removal of the grating response profile has proved difficult because of a non-repeatability
of unknown origin in the grating position (Section 5.10). For high-resolution observations this non-
repeatability corresponds to an uncertainty in the wavelength at which the grating profile was centred.
Before OLP Version 8 the standard pipeline processing did not take into account this uncertainty: it just
assumes that the grating response profile was centred at exactly the wavelength specified by the grating
wavelength calibration. When the grating profile is removed from the Fabry-Pérot data, the result can be
a spectrum that is significantly skewed. The unpredictable nature of the grating setting, combined with
the fact that there is no independent means of determining the grating position, means we are forced to
infer the grating position directly from the data.

For this reason, from OLP Version 8 onwards, the underlying grating profile is not removed in the standard
pipeline processing. For L04 data, where the FP scans were quite short, the effect should be very small.
For L03, however, there may be some effect on the slope of the continuum, depending on the extent of
the FP scan at each grating position.
The user is recommended to refer to FP_PROC, the LWS Interactive Analysis (LIA) FP processing tool
which removes the grating profile. For L04 spectra the user can remove the skewness interactively, thereby
deducing the actual grating position. For L03 observations, the grating transmission profile is removed
from each mini-scan separately and can be shifted for each one until it matches best with its neighbours.
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This can either be done interactively for each mini-scan or via an automatic least squares routine which
minimises the difference between overlap on adjacent mini-scans.
New grating profiles have been derived, which are better characterised away from the maximum and thus
have more accurate wings than the profiles used in the OLP calibration files. They allow to remove the
grating shape across the entire mini-scans.

6.14 Use of ‘Non-prime Data’ in FP Observations

During each L03 and L04 observation the LWS FP and grating settings were optimised for the detector
whose bandpass filter included the wavelength range of interest. This was designated as the ‘prime’
detector. However, all ten LWS detectors recorded data simultaneously in their own spectral ranges. The
other nine detectors are known as ‘non-prime’ and often recorded useful data that can complement the
prime data. These data could not be processed within the old version of FP_PROC, which only dealt with
prime detector data. This procedure has been updated to allow the use of the non-prime detectors, as
described in detail in Polehampton 2001, [34].

Figure 6.13: Example of the raw data (after wavelength calibration) recorded on a ‘non-prime’ detector
during an L03 observation. There are clearly useful mini-scans present in the data (in colour).

In the LIA routine FP_PROC all ten detectors appear in a menu bar at the top of the screen. This allows
non-prime data to be selected and processed in the same way as prime data. In order to process all
non-prime detectors the FP throughput calibration was extended to cover wavelengths outside each FP’s
nominal range. The detectors within each FP’s nominal range are shown in Table 6.3.

Table 6.3: Detectors within each FP’s nominal range.

FPS SW1 SW2 SW3

FPL SW4 SW5 LW1 LW2 LW3 LW4 LW5

As a general guide to know how good a mini-scan is (see Figure 6.14), we define it as ‘useful’ if it had at
least one data point located above 90% of the maximum transmission of the grating. Assuming that the
grating profile was approximately Gaussian, the 90% level occurred at a distance from the profile centre
of:
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Figure 6.14: The grating profile shape (solid line) is shown with the limits used to define ‘useful’ data.
The red and green mini-scans are classed as ‘useful’ whereas the blue mini-scan is not.

x2 = −ln 0.9
(

FWHM

2(2ln2)1/2

)2

(6.4)

where FWHM is the full width at half maximum of the grating profile. This gives a cut-off distance of
x=0.195 FWHM from the profile centre. This limit ensures that most of the prime data are defined as
having good signal-to-noise. This limit is nevertheless only meant to give an indication. Some mini-scans
might not meet the ‘useful’ data criteria and still be good to use, only with a slightly lower signal-to-noise
ratio.

A good demonstration of the improvement that can be achieved using non-prime data is illustrated in
Figure 6.15 showing a comparison of prime and non-prime data for the 53 µm OH lines in Sgr B2 (from
Polehampton 2002, [33]).

6.15 Side Order Contamination in FP Data

When the FP orders are so close together that more than one order is included in the range of wavelengths
transmitted by the grating, the photocurrent recorded is an over-estimate of the true value. This is a
particular problem on detector LW1 using the long wavelength FP (FPL) and SW2 using the short
wavelength FP (FPS).

Therefore a correction to compensate for FP side order contamination is automatically applied in the
LIA routine FP_PROC.

If more than one FP order occurred within the wavelength range transmitted by the grating the measured
photocurrent was due to the combined flux in these orders (see Figure 6.16). If the FP throughput,
detector response and intrinsic source flux did not change significantly between one FP order and the
next then the relative contribution from each order can be calculated from the value of the grating
transmission at each order wavelength.
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Figure 6.15: Comparison of prime and co-added non-prime data for the 53 µm OH lines in Sgr B2.
Prime FPS observation is in green and co-added non-prime observations (FPL) are in black.

Figure 6.16: FP transmission for orders at wavelengths from λ2 to λ−3. The order at λ0 moves across
the grating spectral response profile (dotted line) creating one mini-scan. The photocurrent recorded at
each point in this mini-scan also has a contribution from the adjacent order at λ−1.

This is (automatically) carried out in a routine in FP_PROC that modifies the shape of the profile that
is removed from the data. This is done individually for each mini-scan based on the separation of FP
orders during that scan. Figure 6.17 shows an example of the extra transmission due to adjacent FP



6.16. RESPONSIVITY DRIFT IN LONG FP OBSERVATIONS 125

orders at each point on the grating profile. The corrected profile compensates for the transmission in the
side orders.

Figure 6.17: Grating profile shown in green with the contribution from the two FP orders either side
shown in blue. The combined profile in red compensates for the flux from the side orders.

The correction works well for the general continuum level where the source spectrum was relatively flat
over several FP orders. However, when an adjacent FP order occurred at the wavelength of a strong line,
it can result in a false line detection. This is separated from the real line by the distance between FP
orders. These are known as ‘ghost’ lines and are not corrected for.

6.16 Responsivity Drift in Long FP Observations

The responsivity of the LWS detectors increased with time during each ISO half revolution. After each
half revolution a bias boost was performed to return the detector responsivity to the nominal level. In L03
observations where a large range in wavelength was covered the drift causes a gradient in the continuum
across the observation.
A routine to correct for the responsivity drift during L03 observations has been added at the absolute
responsivity correction stage in the LIA routine FP_PROC. This is based on the illuminator flashes per-
formed before and after every observation. These recorded the response of the ten detectors to a standard
illumination level and therefore traced the drift in responsivity. The illuminator flashes from all LWS
observations have been combined to produce an average gradient in responsivity during each half revo-
lution for use with the LWS parallel mode observations which did not have their own illuminator flashes
(Section 4.5). This gradient is used to calculate a drift in responsivity for L03 observations by tying
its absolute level to the observation’s own illuminators. This can produce much improved stitching of
observations in a long L03 dataset and means that each observation reflects the true continuum slope
more accurately. The responsivity drift correction is not applied to L04 observations as they were made
up from many repeated scans over a small range in wavelength and therefore the responsivity drift of the
detectors did not affect their overall shape.
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Chapter 7

Guide to Instrument Related Data
Products

7.1 Inventory and Naming Convention

When an observer receives data from the ISO Data Archive, the set of files will mainly consist of files
prefixed by the letter ’L’ followed by a three letter code giving the product type (see below). Other
product files e.g. EOHI are general files which are not needed for most purposes. Each product file will
also consist of an 8 figure number which is unique for each observation. The first three digits refer to the
revolution number, the next three to the sequence within the revolution and the final two is a number
defined by the observer.
e.g. file LSAN74201208.fits:
’L’ indicates that it is an LWS file
’SAN’ is the code for the Auto-Analysis product (see below)
742 is the revolution number
012 indicates that this is the 12th observation in the revolution
08 was the number assigned by the observer
The convention for the product code is

LC** - LWS Calibration file (These are not observation-dependent)
LGER - LWS Grating ERD file
LGIF - LWS Auto-Analysis group information file
LIAC - LWS Auto-Analysis illuminator summary file
LIER - LWS Illuminator ERD file
LIPD - LWS Illuminator processed data
LLER - LWS Long-wavelength Fabry-P\’erot ERD file
LPAA - LWS Parallel AAR file
LPAD - LWS Parallel reduced AAR file
LPSP - LWS Parallel SPD file
LSAA - LWS Serendipity AAR file
LSAN - LWS Auto-Analysis product file - (this file contains the

calibrated spectra)
LSCA - LWS Auto-Analysis scan summary file
LSER - LWS Short-wavelength Fabry-P\’erot ERD file
LSPD - LWS SPD file
LSSP - LWS Serendipity SPD file

127
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LSTA - LWS Compact Status History file
LWGH - LWS Glitch History file
LWHK - LWS Housekeeping ERD file
(LSNR) - LWS Auto-Analysis product file without responsivity corrections

(this file is no longer produced since OLP Version 8)

The details about the LWS calibration files LC** are given in Section 7.3. Depending on the observing
mode that has been used, different sets of files have been produced.

• For Grating observations (AOTs L01 and L02):

Raw data:
LGER
LIER
LSTA
LWHK

Standard processed data:
LIPD
LSPD
LWGH

Auto-Analysis results:
LSAN
LIAC
LSCA
LGIF

• For Fabry-Pérot observations (AOTs L03 and L04):

Raw data:
LIER
LLER or LSER (depending wether FPL or FPS was used)
LSTA
LWHK

Standard processed data:
LIPD
LSPD
LWGH

Auto-Analysis results:
LSAN
LIAC
LSCA
LGIF

• For parallel and serendipity modes:

LPSP
LSSP
LPAA
LSAA
LPAD
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7.2 Product Files – Description of Content and Use

This section gives for every product file a short description of the content and the use of the file. The most
common starting point for data reduction is LSAN file (Section 7.2.7.1) which is the final output file from
the automated processing of standard observations (L01, L02 and L04). If an observer wishes to re-process
their data with interactive analysis then they will require the SPD level files LSPD (Section 7.2.5.1) and
LIPD (Section 7.2.5.2), the Glitch History file LWGH (Section 7.2.5.3) is not needed as it is not used in
Auto-Analysis stage.
Note: at present the L03 data is only scientifically validated to SPD level due to the problem relating to
the placement of the grating resolution element (Section 6.13) therefore L03 observers must start their
reduction with this data and it is recommended that they use LWS interactive analysis. It is unlikely
that any observer will wish to use ERD level products (Section 7.2.4) however these are included in this
chapter in order to give a complete set of information.

7.2.1 Timing information in the products: the ITK

The LWS Instrument Time Key (ITK) is the main source of timing information in the products for one
AOT, and is therefore extremely important for the processing. The LWS ITK is unique over an orbit. It
is given in units of 2−14 of a second. The ITK for science record n can be calculated using:

ITKn = ITKref + 214(UTKf − UTKref )/24 + Td + nD(Ls)214/ω (7.1)

where:

• ITKn is the ITK for this science record (number n)

• ITKref is the ITK for the start of the revolution, which can be found in the header of each product

• UTKf is the UTK for this format

• UTKref is the UTK corresponding to ITKref

• Td is the time delay after the start of a format (=248 ITK units)

• D(Ls) is the number of ticks of the spacecraft clock (taken from housekeeping frame 17).

• ω is the spacecraft clock frequency (=218)

7.2.2 General FITS header keywords for LWS data

Table 7.1 gives the general keywords that are used in the header of every data product. Some of these
are general FITS keywords, others are specific for ISO data.

7.2.3 Transparent data

Transparent data are AOT specific data that are not processed by the satellite, but are passed directly
from the uplink side of the ground station to the down link side (‘transparent’ in this case thus means
bypassing the satellite). The Transparent Data (TDATA) contains information generated during the
processing of the observer’s input which may be required when processing the data for an observation,
but is not required by the instrument to execute the observation on the satellite. The TDATA messages
either relate to a complete observation (or AOT) or to the execution of a particular Instrument Command
Sequence (ICS) and are written to the EOHA and EOHI files respectively. The main TDATA information
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appears as the fields EOHAAOTV and EOHIMSG1 in the EOHA and EOHI files. Their contents are
shown in Tables 7.2 and 7.3.
As the TDATA is not sent to the satellite it is not synchronised accurately with the execution of ICSs
by the instrument, or to the telemetry stream from the instrument. A counter has therefore been
implemented in the LWS housekeeping which increments when each relevant ICS is executed allowing
the data produced to be associated with the correct TDATA information by the ISO data processing
software.

7.2.4 Edited Raw Data (ERD files)

7.2.4.1 LSTA: The LWS Compact Status History

Type of File: FITS binary table

Contents: For every period where the instrument is in the same status this file holds a record giving
information on the begin and end time of that period and on the status of the instrument. The
record structure can be found in Table 7.4.

LSTATYPE is Integer*2 variable consisting of a high byte which identifies the sub-system and a
low byte that subdivides different types within the sub-system. The sub-system values are:

‘0100’X Illuminator sub-system
‘0200’X Grating sub-system
‘0300’X FPS sub-system
‘0400’X FPL sub-system
‘0000’X Other

Using this and the LSTASTAT field the status of the instrument at any given time can be determined
(Table 7.5).

The sample list is used to tell the instrument which sub-systems have to be readout. Table 7.6 gives
the possible sample lists for LWS.

In principle the only things that are of interest to the general user of LWS are the detector readouts,
the positions of grating and FP, and the illuminator status. The temperatures are put here as well
for use by the LWS instrument team.
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Table 7.1: The general keywords that are used in the headers of all product files.

Name type contents

SIMPLE L general FITS keyword
BITPIX I general FITS keyword
NAXIS I general FITS keyword
EXTEND L general FITS keyword
ORIGIN C European Space Agency
TELESCOP C Infrared Space Observatory
INSTRUME C Instrument used
FILENAME C File name in ISO archive
DATE C Creation date 96/115
FILEVERS C Version ID in ISO archive
OLPVERS C SOC OLP system version
USERNAME C Unofficial data product
VERS1 C Version ID of each input file
OBJECT C Target ID as given by proposer
OBSERVER C Proposer ID in ISO Mission DB
EQUINOX R Equinox
TMRATE I Telemetry rate in kbps (kbits/sec)
EOHAUTCS C Approx. UTC of start of observation
EOHAUTCE C Approx. UTC of end of observation
EOHAAOTN C AOT name
EOHAPLID C Proposal ID
EOHAOSN C Observation sequence number
EOHAPSN C Pointing sequence number
EOHAPCAT C Proposal category
EOHACIND C Calibration indicator
EOHATTYP C Target type
AOTVERS C AOT-to-OCT logic version
ATTUTCSL C UTC of start time of slew to intended target
ATTUTCS C UTC of time of first arrival at intended target
ATTOTFTH R On-target flag threshold (arc secs)
ATTRA R Intended Right Ascension of instrument viewing
ATTDEC R Intended DEClination (with ATTRA)
ATTTYPE C Type of attitude operation (P/R/T)
ATTGUIDE R Guide star reference number
ATTSAANG R Solar aspect angle (degrees)
ATTERROR I Contingency flag(0=success; 1=target not acq’d)
TREFUTC1 I UTC (whole seconds since 01-01-1989)
TREFUTC2 I UTC (remaining fraction of second)
TREFUTK I ISO Uniform Time Key (UTK)
TREFITK I ISO Instrument Time Key (ITK)
TREFITKU R ITK unit length in seconds
XTENSION C Binary table FITS extension
BITPIX I general FITS keyword
NAXIS I general FITS keyword
NAXIS1 I general FITS keyword
NAXIS2 I general FITS keyword
PCOUNT I general FITS keyword
GCOUNT I general FITS keyword
TFIELDS I general FITS keyword
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Table 7.2: The contents of the AOT variable TDATA message contained in the EOHA file. If no type is
given, the variables are stored as ASCII characters.

Offsets Length Type Description
(bytes) (bytes)

0–3 4 2 I*2 Raster Dimensions
4–8 5 Observation duration (seconds) not including slew
9–19 11 Date of AOT to OCT logic processing as YYDDDHHMMSS
20–29 10 unused
30 1 FPS used flag (0: no, 1: yes), blank for grating AOTs
31 1 FPL used flag (0: no, 1: yes), blank for grating AOTs
32–33 2 spare
34–35 2 I*2 Total number of spectra (number of lines for line

scan AOTs, number of spectra to build up the range
for wavelength range AOTs

36–37 2 I*2 Detector used for the start wavelength (only AOT L01)
38–39 2 I*2 Detector used for the end wavelength (only AOT L01)
OR
36–39 4 I*4 Start zone of the series of zones (only AOT L03)
40–43 4 I*4 End zone of the series of zones (only AOT L03)
44–47 4 I*4 First zone number corresponding to FPL (breakzone)

(only AOT L03)
48–55 8 F8.4 Start wavelength of requested range (AOTs L01 and L03)
56–63 8 F8.4 End wavelength of requested range (AOTs L01 and L03)

Table 7.3: Contents of the TDATA message 1 as contained in the EOHI file.

Offsets Length Type Description
(bytes) (bytes)

0-3 4 I*4 Requested S/N for this line or range
4-15 unused
16-17 2 I*2 Spectrum number (line number or part of range)
18-23 6 I*6 Current scan number
24-27 4 I*4 Current zone number (only AOTs L03 and L04,

see below
28-35 8 F8.4 Wavelength (current line for line spectra or

reference line that determined integration
time for range spectra)

36-43 8 E8.3 Incident power (for line in line spectra or
for reference line for range spectra)

44-47 4 I*4 Maximum scan half width (only for line spectra)
48-49 2 I*2 Active detector (line spectra: detector for

current line; Range spectra: detector for
reference line)

50-55 6 I*6 Total number of scans to be completed
56-59 4 I*4 Total number of measurements
60-63 4 I*4 Number of scans between illuminator flashes
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Table 7.4: LWS Compact Status record structure.

Field Number Type Description

CSGPUKST 1 I*4 UTK start time
CSGPUKEN 1 I*4 UTK end time
CSGPIKST 1 I*4 ITK start time
CSGPIKEN 1 I*4 ITK end time
CSGPUTST 2 I*4 UTC start time
CSGPUTEN 2 I*4 UTC end time
CSGPOSN 1 I*1 Observation Sequence Number
CSGPFILL 15 I*1 Spare
LSTASMP1 1 I*2 Sample list word 1
LSTASMP2 1 I*2 Sample list word 2
LSTASMP3 1 I*2 Sample list word 3
LSTASMP4 1 I*2 Sample list word 4
LSTASMP5 1 I*2 Sample list word 5
LSTASMP6 1 I*2 Sample list word 6
LSTASMP7 1 I*2 Sample list word 7
LSTALTYP 1 I*2 Sample list type
LSTASPA1 1 I*2 Spare
LSTAGRSN 1 I*2 Grating scan number
LSTAGRSD 1 I*2 Grating scan direction (0:forward; 1:reverse)
LSTASTAT 1 I*2 Instrument status
LSTAFPSN 1 I*2 FP scan number
LSTAFPSD 1 I*2 FP scan direction (0:forward; 1:reverse)
LSTAXTRA 1 I*4 Spare

Table 7.5: Meaning of the LSTASTAT field

LSTATYPE LSTASTAT Meaning

Grating 0 Grating sample list, grating not scanning
Grating 1 Grating sample list, grating scanning
FPS 0 FPS sample list, FP not scanning
FPS 1 FPS sample list, FP scanning
FPL 0 FPL sample list, FP not scanning
FPL 1 FPL sample list, FP scanning
Illuminator 0 Illuminator sample list, illuminators off
Illuminator 1 Illuminator sample list, illuminators on
Other n/a Other sample list
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Table 7.6: LWS sample list.

Sample list Sampled data

Grating 10 detectors, grating position (LVDT), grating coil current,
grating structure temperature, grating electronics temperature,
grating commanded position

FPS 10 detectors, grating LVDT position, 3 FPL error signals
FPS commanded position, grating

FPL 10 detectors, grating LVDT position, 3 FPL error signals
FPL commanded position,

Illuminator 10 detectors, illuminator current, grating structure
temperature, detector temperature A or temperature B,
FPL temperature, illuminator status
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7.2.4.2 LIER: LWS illuminator ERD file

Type of File: FITS binary table

Contents: For every readout this contains the timing data for that readout, the raster point information
plus the raw science data for the 15 sampled science channels of LWS.

The record structure can be found in Table 7.7.

Table 7.7: LWS illuminator ERD file record structure.

Field Offset Number Type Description

GPSCTKEY 0 1 I*4 Instrument Time Key
GPSCRPID 4 2 I*1 Raster point ID (also for single pointing)
GPSCFILL 6 1 I*2 Spare
LIERDSW1 8 1 I*2 SW1 detector readout
LIERDSW2 10 1 I*2 SW2 detector readout
LIERDSW3 12 1 I*2 SW3 detector readout
LIERDSW4 14 1 I*2 SW4 detector readout
LIERDSW5 16 1 I*2 SW5 detector readout
LIERDLW1 18 1 I*2 LW1 detector readout
LIERDLW2 20 1 I*2 LW2 detector readout
LIERDLW3 22 1 I*2 LW3 detector readout
LIERDLW4 24 1 I*2 LW4 detector readout
LIERDLW5 26 1 I*2 LW5 detector readout
LIERGST 28 1 I*2 Grating structure temperature
LIERDTA 30 1 I*2 Detector temperature A
LIERLTMP 32 1 I*2 FPL temperature
LIERICUR 34 1 I*2 Illuminator current
LIERICS 36 1 I*2 Illuminator commanded status
LIERFIL2 38 1 I*2 Spare
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7.2.4.3 LGER: LWS grating ERD file

Type of File: FITS binary table

Contents: For every readout this contains the timing data for that readout, the raster point information
plus the raw science data for the 15 sampled science channels of LWS.

The record structure can be found in Table 7.8.

Table 7.8: LWS grating scan ERD file record structure.

Field Offset Number Type Description
GPSCTKEY 0 1 I*4 Instrument Time Key
GPSCRPID 4 2 I*1 Raster point ID (also for single pointing)
GPSCFILL 6 1 I*2 Spare
LGERDSW1 8 1 I*2 SW1 detector readout
LGERDSW2 10 1 I*2 SW2 detector readout
LGERDSW3 12 1 I*2 SW3 detector readout
LGERDSW4 14 1 I*2 SW4 detector readout
LGERDSW5 16 1 I*2 SW5 detector readout
LGERDLW1 18 1 I*2 LW1 detector readout
LGERDLW2 20 1 I*2 LW2 detector readout
LGERDLW3 22 1 I*2 LW3 detector readout
LGERDLW4 24 1 I*2 LW4 detector readout
LGERDLW5 26 1 I*2 LW5 detector readout
LGERGLVP 28 1 I*2 Grating LVDT position
LGERGCUR 30 1 I*2 Grating current
LGERGST 32 1 I*2 Grating structure temperature
LGERGET 34 1 I*2 Grating electronics temperature
LGERGCP 36 1 I*2 Grating commanded position
LGERFIL2 38 1 I*2 Spare
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7.2.4.4 LSER: LWS short-wavelength Fabry-Pérot ERD file

Type of File: FITS binary table

Contents: For every readout this contains the timing data for that readout, the raster point information
plus the raw science data for the 15 sampled science channels of LWS. The record structure can be
found in Table 7.9.

Table 7.9: LWS FPS scan ERD file record structure.

Field Offset Number Type Description

GPSCTKEY 0 1 I*4 Instrument Time Key
GPSCRPID 4 2 I*1 Raster point ID (also for single pointing)
GPSCFILL 6 1 I*2 Spare
LSERDSW1 8 1 I*2 SW1 detector readout
LSERDSW2 10 1 I*2 SW2 detector readout
LSERDSW3 12 1 I*2 SW3 detector readout
LSERDSW4 14 1 I*2 SW4 detector readout
LSERDSW5 16 1 I*2 SW5 detector readout
LSERDLW1 18 1 I*2 LW1 detector readout
LSERDLW2 20 1 I*2 LW2 detector readout
LSERDLW3 22 1 I*2 LW3 detector readout
LSERDLW4 24 1 I*2 LW4 detector readout
LSERDLW5 26 1 I*2 LW5 detector readout
LSERGLVP 28 1 I*2 Grating LVDT position
LSERSCP 30 1 I*2 FPS commanded position
LSERSEC1 32 1 I*2 FPS error signal 1
LSERSEC2 34 1 I*2 FPS error signal 2
LSERSEC3 36 1 I*2 FPS error signal 3
LSERFIL2 38 1 I*2 Spare
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7.2.4.5 LLER: LWS long-wavelength Fabry-Pérot ERD file

Type of File: FITS binary table

Contents: For every readout this contains the timing data for that readout, the raster point information
plus the raw science data for the 15 sampled science channels of LWS. The record structure can be
found in Table 7.10.

Table 7.10: LWS FPL ERD file record structure.

Field Offset Number Type Description

GPSCTKEY 0 1 I*4 Instrument Time Key
GPSCRPID 4 2 I*1 Raster point ID (also for single pointing)
GPSCFILL 6 1 I*2 Spare
LLERDSW1 8 1 I*2 SW1 detector readout
LLERDSW2 10 1 I*2 SW2 detector readout
LLERDSW3 12 1 I*2 SW3 detector readout
LLERDSW4 14 1 I*2 SW4 detector readout
LLERDSW5 16 1 I*2 SW5 detector readout
LLERDLW1 18 1 I*2 LW1 detector readout
LLERDLW2 20 1 I*2 LW2 detector readout
LLERDLW3 22 1 I*2 LW3 detector readout
LLERDLW4 24 1 I*2 LW4 detector readout
LLERDLW5 26 1 I*2 LW5 detector readout
LLERGLVP 28 1 I*2 Grating LVDT position
LLERLCP 30 1 I*2 FPL commanded position
LLERLEC1 32 1 I*2 FPL error signal 1
LLERLEC2 34 1 I*2 FPL error signal 2
LLERLEC3 36 1 I*2 FPL error signal 3
LLERFIL2 38 1 I*2 Spare
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7.2.4.6 LWHK: LWS housekeeping ERD file

Type of File: FITS binary table

Contents: The LWHK file contains the contents of the housekeeping frames 1 and 17 from each teleme-
try format. These frames contain important information about the instrument status, which are
used during the data processing. Each record in the LWHK file contains the data from a single
telemetry format. The LWHK data are therefore only available once per format (every two seconds
at the nominal telemetry rate). This compares with the contents of the LGER, LLER, LSER and
LIER files, which are sampled at a much higher rate.

The record structure can be found in Table 7.11.

Table 7.11: LWS housekeeping ERD file record structure.

Field Offset Number Type Description

GEPRTKEY 0 1 I*4 Instrument Time Key
GEPRQUAL 4 2 I*1 Frame quality flag (see note)
LWHKFR01 8 128 I*2 Housekeeping Frame 1
LWHKFR17 264 128 I*2 Housekeeping Frame 17

The frame quality flag is set to 0 for perfect data, and is non-zero for imperfect quality data (i.e.
frame 1 or 17 are bad). The housekeeping frames 1 and 17 contain the essential housekeeping of
the instrument and are used in the processing. The most important parameters that can be found
in these housekeeping frames are given in Tables 7.12, 7.13, 7.14 and 7.15.
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Table 7.12: Position in the housekeeping frames of the detector bias values.

MSB LSB
det 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Frame 1 bytes 122–123, Frame 17 bytes 10–11

SW1 x x x
SW2 x x x
SW3 x x x
SW4 x x x
SW5 x x x

Frame 1 bytes 124–125, Frame 17 bytes 12–13

LW1 x x x
LW2 x x x
LW3 x x x
LW4 x x x
LW5 x x x

MSB LSB
det 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

Frame 17 bytes 14–15

SW1 x x x
SW2 x x x
SW3 x x x
SW4 x x x
SW5 x x x

Frame 17 bytes 16–17

LW1 x x x
LW2 x x x
LW3 x x x
LW4 x x x
LW5 x x x
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Table 7.13: Location of the most important amplifier parameters in the housekeeping frames.

Parameter Frame bytes

Current sample number 17 172–173
Current number of resets from step 17 174–175
Number of resets after saturation 17 176–177
Commanded number of resets per step 17 170–171
Commanded number of samples per reset 17 168–169

Table 7.14: Location of the most important grating parameters in the LWS housekeeping frames.

Parameter Frame bytes

Grating commanded position 17 44–45
Grating LVDT position 17 62–63
Grating requested scan mode 17 64–65
Grating current scan number 17 56–57
Grating requested start position 17 46–47
Grating requested step size 17 50–51
Grating requested number of steps 17 48–49
Grating current step number 17 52–53
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Table 7.15: Fabry-Pérot parameters:Location of Fabry-Pérot parameters in the housekeeping frames.

Parameter Frame bytes

FP requested scan mode 17 88–89
FP S or L commanded selection 17 72–73
FP requested start position 17 76–77
FP requested step size 17 80–81
FP requested number of steps 17 78–79
FP current scan number 17 86–87
FP current step 17 82–83
FP current commanded position 17 74–75
FPS power ON/OFF 17 90–91
FPS offset 2 17 92–93
FPS offset 3 17 94–95
FPS coil current 1 17 102–103
FPS coil current 2 17 104–105
FPS coil current 3 17 106–107
FPS error coil 1 17 96–97
FPS error coil 2 17 98–99
FPS error coil 3 17 100–101
FPL power ON/OFF 17 108–109
FPL offset 2 17 110–111
FPL offset 3 17 112–113
FPL coil current 1 17 120–121
FPL coil current 2 17 122–123
FPL coil current 3 17 124–125
FPL error coil 1 17 114–115
FPL error coil 2 17 116–117
FPL error coil 3 17 118–119
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7.2.5 Standard Processed Data (SPD product files)

7.2.5.1 LSPD: LWS standard processed data

Type of File: FITS binary table

Contents: The LWS SPD contains the detector photocurrents for all ramps taken at all grating or
Fabry-Pérot positions. The information contained in the SPD includes:

• timing information

• the mechanism position

• detector photocurrents for all ten detectors (uncalibrated against the internal illuminators,
including their uncertainties

• detector photocurrents for all ten detectors without deglitching, and their uncertainties

For FP spectra only a subset of those (for certain detectors) will contain scientifically usable data.
The SPD contains sufficient information which identifies the data specifically requested by the
observer.

The photocurrents for one detector at all mechanism positions in one scan will constitute one LWS
‘mini–spectrum’.

The units for the LWS Derive-SPD data are:

• The photocurrents contained in an SPD record are in units of amps

• The mechanism positions contained in an SPD record are raw values

• The timing information is expressed as LWS ITK

Table 7.16 gives the record structure for the LWS SPD product file.

The header of the LWS SPD file contains the general FITS keywords described in Section 7.2.2. It
also contains the additional, LWS specific, keywords listed in Table 7.17. Keywords with the prefix
‘LEI’ are copied from the EOHI TDATA information. Keywords with the prefix ‘LEOH’ are copied
from the EOHA TDATA information (see Section 7.2.3 for more details about TDATA).

In addition to these keywords, the SPD header also contains various statistics on the data. These
are intended more for diagnostics, so they should be treated with caution by observers. They
are listed in Table 7.18. The letter ‘n’ at the end of the keyword is used to indicate that there
is a set of keywords with one keyword per detector. The value of n ranges from 0 to 9, with 0
representing detector SW1, etc. See also the description of the processing performed by Derive-
SPD in Section 4.3.
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Table 7.16: LWS SPD file record structure.

Field Offset Number Type Unit Description

GPSCTKEY 0 1 I*4 – General prefix: ITK
GPSCRPID 4 2 I*1 – General prefix: Raster Point ID
GPSCFILL 6 1 I*2 – General prefix: Spare
LSPDTYPE 8 1 I*4 – Record type
LSPDADET 12 1 I*4 – Active detector flags. Bit 0 = SW1,

bit 1 = SW2... (bit 0=LSB)
LSPDLINE 16 1 I*4 – Line number
LSPDSCNT 20 1 I*4 – Scan count
LSPDSDIR 24 1 I*4 – Scan direction (0=forward; 1=reverse;

−999=error)
LSPDGCP 28 1 I*4 – Grating commanded position
LSPDGLVP 32 1 R*4 – Grating LVDT position (average over

– mechanism position)
LSPDGLVU 36 1 R*4 – Uncertainty in grating LVDT position
LSPDFPOS 40 1 I*4 – FP position
LSPDPHC 44 10 R*4 A Detector photocurrents
LSPDPHCU 84 10 R*4 A rms of detector ramp fit
LSPDDPUD 124 10 R*4 A Detector photocurrent without deglitching
LSPDDUUD 164 10 R*4 A rms of undeglitched detector ramp fit
LSPDSTAT 204 10 I*1 – Detector status bytes
LSPDMAUX 214 1 I*2 – Auxiliary data for this mechanism position
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Table 7.17: LWS SPD file header keywords.

Keyword Type Unit Description

LBIASxx I none Bias level for each detector
LCD1* * none Various values from LCD1 calibration file
LCF* * none Processing options selected. For pipeline

these are fixed at standard values
LEIWAVnn R µm For line AOTs give the expected wavelength

for line nn. For wavelength range AOTs gives
the wavelength of the reference line which
determined the integration time for part nn
of spectrum

LEOHFPS L none Indicates if FPS was used.
(FP observations only)

LEOHFPL L none Indicates if FPL was used.
(FP observations only)

LEOHSPCT I none Number of spectra obtained
LEOHSDET I none Detector used for start wavelength (L01 only)
LEOHEDET I none Detector used for end wavelength (L01 only)
LEOHSZNE I none Start zone (L03 only)
LEOHEZNE I none End zone (L03 only)
LEOHBZNE I none Break zone (L03 and L04 only)
LEOHSWAV R µm Start wavelength of requested range.

(L01 and L03 only)
LEOHEWAV R µm End wavelength of requested range.

(L01 and L03 only)
LPHOTOM L none Flag indicating if observation was done

in photometric mode (fixed grating)
LSVERSnn C none LWS version information for each calibration

file used by SPL



146 CHAPTER 7. GUIDE TO INSTRUMENT RELATED DATA PRODUCTS

Table 7.18: LSPD statistics keywords.

Keyword Type Unit Description

LSRNDAT I none Total number of raw data points read from ERD per
detector

LSRNRMP I none Total number of ramps read from ERD per detector
LSRNITKJ I none Number of jumps in ITK (indicated missing data

caused by telemetry dropouts etc.).
LSRNSPKn I none Number of anomalous points found. See description

of first level deglitching.
LSRUNRn I none Number of points rejected due to detector resets

and mechanism movements.
LSRDNRn I none Number of points rejected as having invalid raw

values.
LSRDG1Rn I none Number of points rejected due to glitches

detected by first level deglitching.
LSRDG1Nn I none Number of glitches found by first level

deglitching.
LSRDG1An I none Number of ramps affected by glitches found by

first level deglitching. (Ramp could contain
more than one glitch.)

LSRFIT1n I none Number of ramps fitted with first order slope fit.
LSRFIT2n I none Number of ramps fitted with second order slope fit.
LSRFEWRn I none Number of points rejected because too few points

remained in ramp for slope to be fitted.
LSRVLTRn I none Number of saturated points.
LSRSATRn I none Ramps containing 1 or more saturated points.
LSRNPNTn I none Number of data points actually processed into SPD.
LSRMAXPn R A Maximum photocurrent
LSRMINPn R A Minimum photocurrent
LSRMAXGn R A Maximum goodness of fit of slopes
LSRMINGn R A Minimum goodness of fit of slopes
LSRMAXDn R 1/V Maximum calculated de-biasing parameter. Only

calculated for second order slope fits. Set to
zero if not calculated.

LSRMINDn R 1/V Minimum calculated de-biasing parameter. Only
calculated for second order slope fits. Set to
1.0 · 109 if not calculated.

LSRPERn R none Percentage of raw data points actually used to
calculate SPD results.

LSRGRATn R s−1 Estimated glitch rate per detector.
LSRGRTOT R s−1 Estimated total glitch rate.
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7.2.5.2 LIPD: LWS illuminator processed data file

Type of File: FITS binary table

Contents: The LIPD is similar to the LSPD file, but contains the results of processing the ramps of an
illuminator flash rather than a grating or FP scan. This file contains the following information:

• Timing information

• The value of the illuminator commanded status word

• Detector photocurrents for all ten detectors, plus their uncertainties

• Other auxiliary information

The units are as follows:

• The timing information is expressed as LWS ITK

• The photocurrents are in units of amps

The LIPD has two principal purposes. Firstly it is used by Auto-Analysis to perform the absolute
responsivity correction. This is done by comparing the photocurrents in the LIPD file against
reference photocurrents in the LCIR calibration file. Secondly the ramps at the start of ‘closed’
illuminator flashes provide a measure of the background and straylight at that time.

The header of the LIPD file contains the same keywords as the header of the LSPD file. The LIPD
file contains the same detector status word as the LSPD file (see Section 7.2.6).
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7.2.5.3 LWGH: LWS Glitch History file

Type of File: FITS binary table

Contents: The LWGH file contains a record of all glitches detected by SPL during an observation
(including the illuminator flashes). Each record of the LWGH file contains the information for a
single glitch. The information stored includes the time of the glitch, the detector number and the
height of the glitch. The full layout of the LWGH file is given in Table 7.19.

The FITS header for the file must contain, in addition to the mandatory keywords, at least the
additional keywords given in Table 7.20.

The keywords TREFUTC1, TREFUTC2, TREITK, and TREFUTK are copied from the header of
the ERD file being processed.

The keyword LWGHMORE gives the number of glitches which occured after the maximum size of
the LWGH file was reached. In practice this should always be zero as the maximum size has been
set to a sufficiently large value to cope with all observations.

Table 7.19: LWGH file record structure.

Name offset num type Description

LWGHITK 0 1 I*4 ITK time of start of glitch
LWGHRITK 4 1 I*4 ITK time of start of glitched ramp
LWGHDET 8 1 I*2 Detector number (0–9)
LWGHRAT 10 1 I*2 Estimated glitch height to ramp height ratio

expressed in multiples of 0.01
LWGHHI 12 1 R*4 Estimated height of glitch, in volts

Table 7.20: LWS Glitch History file keywords.

Name Type Description

TREFUTC1 I The Universal time, in seconds, of an arbitrary format
during the observation. The field LWGHTIME specifies
the time of the glitch relative to this point

TREFUTC2 I Remaining fractions of a second of time specified by
TREFUTC1

TREFITK I ITK time corresponding to TREFUTC1
TREFUTK I UTK time corresponding to TREFUTC1
LWGHMORE I Number of additional glitches found after maximum

number of glitch records allowed in file had been
exceeded. Should always be zero.

LSVERSn C LWS version information for each calibration file
used (n=1,2,3,...)

LCD1* * Various keywords which detail how first level
deglitching functioned. These are copied from
the LCD1 calibration file used
(see Table 7.38)
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7.2.5.4 LPSP: LWS parallel Standard Process Data

Type of File: FITS binary table
Contents: The LPSP file contains the Standard Process Data for parallel mode observations.

Table 7.21: LPSP file record structure.

Field Dimension Format Description

GPSCTKEY 1 I*4 Instrument Time Key
GPSCRPID 2 I*1 Raster point ID
GPSCFILL 1 I*2 Spare
UTK 1 I*4 UTK time
LWINTKEY 1 I*4 LWS window time key (seconds since beginning of lws parallel

observation window in current revolution) TUNIT=sec
FLUX 10 R*4 Detector photocurrent TUNIT=amps
PROCFLGS 10 I*2 Processing flags
OTF 1 I*2 On Target Flag (Star Tracker flag)
STABLE 1 I*2 Stability flag (computed)
RA 1 R*8 RA coordinates TUNIT=degree
DEC 1 R*8 DEC coordinate TUNIT=degree
ROLL 1 R*8 Roll angle TUNIT=degree

7.2.5.5 LSSP: LWS serendipity Standard Process Data

Type of File: FITS binary table
Contents: The LSSP file contains the Standard Process data for serendipity mode observations.

Table 7.22: LSSP file record structure.

Field Dimension Format Description

GPSCTKEY 1 I*4 Instrument Time Key
GPSCRPID 2 I*1 Raster point ID
GPSCFILL 1 I*2 Spare
UTK 1 I*4 UTK time
LWINTKEY 1 I*4 LWS window time key (seconds since beginning of lws parallel

observation window in current revolution) TUNIT=sec
FLUX 10 R*4 Detector photocurrent TUNIT=amps
PROCFLGS 10 I*2 Status word (Processing flags)
OTF 1 I*2 On Target Flag (Star Tracker flag)
STABLE 1 I*2 Stability flag (computed)
RA 1 R*8 RA coordinates TUNIT=degree
DEC 1 R*8 DEC coordinate TUNIT=degree
ROLL 1 R*8 Roll angle TUNIT=degree
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7.2.6 LSPD and LIPD status words

7.2.6.1 Detector status word

Each LSPD and LIPD record contains a status word for each of the ten detectors for the current ramp.
This has been implemented as the field LSPDSTAT or LIPDSTAT, which are arrays of ten words, with
one word for each detector.

The detector status word contains the fields (Bit position 0 is the least significant bit) given in Table 7.23.

Table 7.23: The contents of the detector status word.

Bit Description

0 Glitch flag
1 Saturation warning flag
2 Invalid data flag (new in OLP Version 8)
3 Discarded following glitch flag (new in OLP Version 8)
5–7 Percentage of available data used

These fields are described in more detail below.

• Glitch flag: this flag is set if one or more glitches occurred.

• Saturation warning flag: this flag is set if the ramp contains one or more saturated points. Saturated
points are still processed. See Section 4.3.4 for details.

• Invalid data flag: indicates that the point is invalid and should not be used.

• Discarded following glitch flag: indicates that the point has been declared invalid because it is
deemed to be affected by a glitch occuring in a previous ramp. Whenever this flag is set the ‘invalid
data’ flag will also be set.

• The percentage of available data used refers to the number of detector readouts from this detector
for this ramp which were used to calculate the photocurrent value. This is expressed as a percentage
of the available data points.

The number of ‘available’ data points is defined as the number of sampled detector readouts for this
ramp, minus the number of points discarded because of detector resets and mechanism movements.

The following table gives the meaning of each of the possible values of this bit field:

Bit value Meaning

0 data = 0%
1 0% < data ≤ 10%
2 10% < data ≤ 20%
3 20% < data ≤ 40%
4 40% < data ≤ 60%
5 60% < data ≤ 80%
6 80% < data < 100%
7 data = 100%
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7.2.6.2 Mechanism status word

Each record of the LSPD file contains a single integer*2 field called LSPDMAUX. This word contains
various status information associated with the current mechanism position.
The meaning of each of the bits in this word are given in Table 7.24

Table 7.24: The contents of the mechanism status word.

Bit Description

0–3 NRESETS
4–13 NSAMPLES
14 Grating LVDT error
15 Spare

These fields are described in more detail below.

• NRESETS is the commanded number of ramps per mechanism position. It is copied from the LWS
housekeeping data file (LWHK).

• NSAMPLES is the commanded number of samples per ramp. It is copied from the LWS house-
keeping data file (LWHK).

• Grating LVDT error is defined as the grating LVDT position differing by more than a given amount
from the grating commanded position for the current ramp. The value of this threshold is specified
in the configuration file. This value is also written into the header of the LSPD file as the keyword
LCFGRWAR.

7.2.7 Auto-Analysis results (AAR product files)

7.2.7.1 LSAN: LWS Auto-Analysis results

Type of File: FITS binary table

Contents:

This product contains the set of individual spectra for each detector including the range required
by the observer. Each spectrum consists of calibrated flux and wavelength, together with their
uncertainties, and has been derived from data gathered from a single detector during a single scan
whilst observing a single point on the sky (could be one point of a raster) in a single AOT.

The user is reminded that within the LWS off-line Processing chain there will be:

• no averaging of data points at the same grating or FP position

• no joining together of spectra from adjacent detectors

• no generation of maps for raster scans

• no subtraction of the local astronomical background

For some information on these additional processing steps that could be made we refer to Chapter 8.

The units for the data in this product are:

• The fluxes are in W cm−2 µ m−1 for grating and Fabry-Pérot scans. The uncertainties in these
values cannot be calculated by the pipeline. However, the LSAN file does contain the fractional
systematic error due to the calibration, which forms part of the overall uncertainty.
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Table 7.25: LWS Auto-Analysis product file record structure.

Field Offset Number Type Unit Description

LSANUTK 0 1 I*4 – UTK time
LSANRPID 4 2 I*1 – Raster Point ID
LSANFILL 6 1 I*2 – Filler
LSANLINE 8 1 I*4 – Line number
LSANDET 12 1 I*4 – Detector ID
LSANSDIR 16 1 I*4 – Scan direction
LSANSCNT 20 1 I*4 – Scan count
LSANWAV 24 1 R*4 µm Wavelength
LSANWAVU 28 1 R*4 µm Uncertainty in wavelength
LSANFLX 32 1 R*4 W cm−2 µm−1 Flux on detector
LSANFLXU 36 1 R*4 none Flux uncertainty
LSANSTAT 40 1 I*4 – Status word
LSANITK 44 1 I*4 – ITK time

• The wavelengths and their uncertainties are in microns

• Timing information is given as both UTK and ITK.

Each record of the LSAN contains:

• General Auto-Analysis record prefix (including UTK)

• Detector ID

• Wavelength and uncertainty

• The flux falling on the detector.

The record structure is given in Table 7.25. The header of the LSAN file contains information
about the calibration that was used to derive the product, in particular the flux calibration and the
velocity correction. Table 7.26 gives the keywords that contain this information.
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Table 7.26: LWS Auto-Analysis file keywords.

Name Type Description

LSVERSn C LWS version number for each SPL calibration file
(n=1,2,3.....)

LVERSn C LWS version number for each AAL calibration file
(n=1,2,3.....)

LPHOTOM L Flag indicating if observation is done
in photometric mode (fixed grating).

LCGBdet R Grating spectral bandwidth correction factor for
detector det (det=SW1....LW5) from LCGB file

LCGBUdet R Uncertainty in grating spectral bandwidth correction
factor for detector det (det=SW1...LW5) from LCGB file

LCFWFLCn R 4 double precision numbers (n=0,1,2,3) giving FPL
wavelength conversion coefficients (FP observations only)

LCFWFSCn R 4 double precision numbers (n=0,1,2,3) giving FPS
R wavelength conversion coefficients (FP observations only)

LCGWCOn R (n=0,1,2,3,4) Coefficients used during conversion of
grating LVDT to wavelength

LCGWLINE R Number of lines per µm on grating. Used during
conversion of grating LVDT to wavelength

LCGWAdet R (Det=‘SW1’...‘LW5’) Angle for each detector used during
conversion of grating LVDT to wavelength

LSTRNOMn R (n=0–9) Start of wavelength range for which GR RSRF is
valid for each detector

LENDNOMn R (n=0–9) End of wavelength range for which GR RSRF is
valid for each detector

LOWRTALL L Flag indicating whether LSAN file contains all data
Should always be ‘T’

LODRKOPT L Dark current option: 0=off; 1=use measured value;
2=use standard (fixed) value; 3=autoselect

LOSKPTHP L True if FP throughput correction was omitted
LOSKPVEL L Indicates if FP velocity correction stage was omitted

Should always be ‘F’
LOABSOPT I Abs. responsivity option, 0=off; 1=on; 2=select

Should always be 2
LORELOPT I Rel. responsivity option, 0=off; 1=on; 2=select

Should always be 2
LVCOEFn R Coefficients of 2nd order fit for the velocity

correction (n=0,1,2).
LOABSDN L Indicates if absolute responsivity correction was done
LORELDN L Indicates if relative responsivity correction was done
LEOH* * Copy of EOHA information from LSPD header (see Table 7.17)
LEI* * Copy of EOHI information from LSPD header (see Table 7.17)
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7.2.7.2 LSNR: LWS Auto-Analysis results without responsivity correction

Type of File: FITS binary table

Contents: The LSNR file contains the same results as the LSAN file, but without the absolute respon-
sivity and responsivity drift corrections applied. The layout is identical to the LSAN file, except
that the field names have the prefix ‘LSNR’ rather than ‘LSAN’. The keywords in the header of
the LSNR file are identical to those in the LSAN file. See description of LSAN file for more details.
The LSNR file contains the same status words as the LSAN file (see Section 7.2.8).

Note: This file is no longer produced from OLP Version 8 onwards

7.2.7.3 LIAC: LWS illuminator summary file

Type of File: FITS binary table

Contents: This file contains the final results of processing the illuminator flashes. One record is written
to this file for each illuminator flash in the observation. Note that only the information from ‘closed’
illuminator flashes are actually used in the processing. However, the LIAC file will contain the
results for all illuminator flashes, regardless of whether they are open or closed. Each record of the
LIAC file contains the following fields:

• Timing information in both ITK and UTK units

• The wheel position during the flash. Wheel positions are: 0=FPS; 1=Grating; 2=FPL;
3=blank (not used). A value of 0, 2 or 3 indicates that the flash is ‘closed’

• The photocurrent backgrounds measured at the start of the flash for each detector, in amps

• The ratio between the flash data and the calibration reference data in the LCIR file for each
detector

• Other auxiliary information

Table 7.27: LIAC product file record structure.

Field Number Format Description

LIACIKS 1 I4 ITK of start of flash
LIACIKE 1 I4 ITK of end of flash
LIACUKS 1 I4 UTK of start of flash
LIACUKE 1 I4 UTK of end of flash
LIACTYPE 1 I4 Illuminator flash type identifier (0,1...)
LIACWHAP 1 I4 Wheel absolute position 0=FPS; 1=GR; 2=FPL
LIACRES 10 R4 Absolute responsivity correction factors
LIACRESU 10 R4 Uncertainty in absolute responsivity correction
LIACBK 10 R4 Background photocurrent for each detector
LIACBKU 10 R4 Uncertainty in background photocurrent
LIACNR 10 I4 No. of points used in calculation of correction
LIACNB 10 I4 No. of points used in calculation of background
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7.2.7.4 LSCA: LWS scan summary file

Type of File: FITS binary table

Contents: This file contains summary information for each scan processed by Auto-Analysis. The main
purpose of this file is to enable the correction for the drift in responsivity to be performed. Each
record of the LSCA file contains:

• The average photocurrent for each detector for a single scan

• The ITK times of the beginning, middle and end of the scan

• The dark current/straylight value subtracted from the scan in AAL.

• Other information which is constant over the scan

Table 7.28: LSCA product file record structure.

Field Number Format Description

LSCARPID 2 I1 Raster point ID
LSCAADET 3 I1 Active detector as string
LSCAFILL 3 I1 Filler (Record must be multiple of 4 bytes)
LSCAITKS 1 I4 ITK of start of scan
LSCAITKE 1 I4 ITK time of end of scan
LSCAITKR 1 I4 ITK time of reference point in scan
LSCAFLX 10 R4 Average detector flux for scan for each detector
LSCANRMT 1 I4 Total number of ramps in scan
LSCANRMF 10 I4 Number of ramps used in calculation of average
LSCALINE 1 I4 Line number (L02 and L04 only)
LSCAGPOS 1 I4 Grating measured position at start of scan (L03)
LSCASCNT 1 I4 Scan count (0,1...)
LSCASDIR 1 I4 Scan direction (0=forward; 1=reverse; −999=error)
LSCAORD 10 R4 Order numbers (L03, L04)
LSCABK 10 R4 Background/straylight subtracted from scan
LSCABKU 10 R4 Uncertainties in background/straylight
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7.2.7.5 LGIF: LWS Group Information File

Type of File: FITS binary table

Contents: The LGIF file provides information about the absolute responsivity correction and respon-
sivity drift correction applied to the final LSAN data. It contains one record for each ‘group’ of data
in the LSAN file. A group is a time interval during which a single absolute responsivity correction
factor and drift correction factor is applied for each detector. Each record of the LGIF file contains:

• The start and end times of this group, in ITK units

• The reference time of the group in ITK units. This is the point at which the absolute respon-
sivity correction factors are calculated and at which the responsivity drift is normalised

• The absolute responsivity correction factor and its associated uncertainty for each detector

• A set of flags indicating if responsivity drift information has been calculated for each detector

• The coefficients of the drift slope applied to correct for the responsivity drift for each detector.
The coefficients give the LSPD value at the ITK reference time for the group and the gradient
of the slope in LSPD units per ITK unit

• Other information which is constant for the group

Table 7.29: LGIF product file record structure.

Field Number Format Description

LGIFITKS 1 I4 ITK of start of group
LGIFITKE 1 I4 ITK of end of group
LGIFITKR 1 I4 Reference ITK at which correction is calculated
LGIFABS 10 R4 Absolute responsivity correction factor
LGIFABSU 10 R4 Uncertainties in absolute responsivity correction
LGIFRSTA 10 I4 Relative responsivity status flag
LGIFREL1 10 R4 1st coefficient of relative responsivity correction
LGIFREL2 10 R4 2nd coefficient of relative responsivity correction
LGIFNSCD 1 I4 Number of scans used for calculation of drift correction
LGIFNSCG 1 I4 Total number of scans in group
LGIFLINE 1 I4 Line number for group (for L02 and L04)
LGIFGPOS 1 I4 Grating measured position for group (L03)
LGIFADET 3 I1 Active detector, as string (only valid for L02 and L04)
LGIFFILL 3 I1 Filler (Record must be multiple of 4 bytes)
LGIFRPID 2 I1 Raster point ID for group
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7.2.7.6 LPAA: LWS parallel Auto-Analysed data

Type of File: FITS binary table
Contents: The LPAA file contains the Auto-Analysis data for parallel mode observations.

Table 7.30: LPAA product file record structure.

Field Dimension Format Description

GPSCTKEY 1 I*4 Instrument Time Key
GPSCRPID 2 I*1 Raster point ID
GPSCFILL 1 I*2 Spare
UTK 1 I*4 UTK time
LWINTKEY 1 I*4 LWS window time key (seconds since beginning of LWS parallel

observation window in current revolution) TUNIT=second
FLUX 10 R*4 Detector Data TUNIT= Wcm−2 µm−1

PROCFLGS 10 I*2 Processing flags
OTF 1 I*2 On Target Flag (Star Tracker flag)
STABLE 1 I*2 Stability flag (computed)
RA 1 R*8 RA coordinates TUNIT=degree
DEC 1 R*8 DEC coordinate TUNIT=degree
ROLL 1 R*8 Roll angle TUNIT=degree

7.2.7.7 LSAA: LWS serendipity Auto-Analysed data

Type of File: FITS binary table
Contents: The LSAA file contains the Auto-Analysis data for serendipity mode observations.

Table 7.31: LSAA product file record structure.

Field Dimension Format Description

GPSCTKEY 1 I*4 Instrument Time Key
GPSCRPID 2 I*1 Raster point ID
GPSCFILL 1 I*2 Spare
UTK 1 I*4 UTK time
LWINTKEY 1 I*4 LWS window time key (seconds since beginning of LWS parallel

observation window in current revolution)
FLUX 10 R*4 Detector Flux TUNIT= (MJy/sr)
PROCFLGS 10 I*2 Processing flags
OTF 1 I*2 On Target Flag (Star Tracker flag)
STABLE 1 I*2 Stability flag (computed)
RA 1 R*8 RA coordinate TUNIT=degree
DEC 1 R*8 DEC coordinate TUNIT=degree
ROLL 1 R*8 Roll angle TUNIT=degree
SPEED 1 R*8 Speed TUNIT=degree/s.



158 CHAPTER 7. GUIDE TO INSTRUMENT RELATED DATA PRODUCTS

7.2.7.8 LPAD: LWS parallel averaged data

Type of File: FITS binary table
Contents:

Table 7.32: LPAD product file record structure.

Field Dimension Format Description

GPSCTKEY 1 I*4 Instrument Time Key
GPSCRPID 2 I*1 Raster point ID
GPSCFILL 1 I*2 Spare
UTK 1 I*4 UTK time
LWINTKEY 1 I*4 LWS window time key (seconds since beginning of LWS parallel

observation window in current revolution) TUNIT=second
FLUX 10 R*4 Averaged data (W cm−2 µm−1)
STDEV 10 R*4 Standard deviation on Flux
WEIGHT 10 I*4 Number of samples effectively used
PROCFLGS 10 I*2 Processing flags
OTF 1 I*2 On Target Flag (Star Tracker flag)
STABLE 1 I*2 Stability flag (computed)
RA 1 R*8 Average RA coordinate TUNIT=degree
RAERR 1 R*8 Error on RA coordinate
DEC 1 R*8 Average DEC coordinate TUNIT=degree
DECERR 1 R*8 Error on DEC coordinate TUNIT=degree
ROLL 1 R*8 Average Roll angle TUNIT=degree
ROLLERR 1 R*8 Error on Roll angle TUNIT=degree
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7.2.8 LSAN status words

The LSAN file contains one record per detector for each ramp. The status words in the LSNR files are
identical in layout and content to the status words in the LSAN file.
Each record of the LSAN file contains one 32 bit status word per record. Eight bits of this status word
are simply a copy of the status word for the appropriate detector from the LSPD file.
The layout of the LSAN status word for each detector is as given in Table 7.33.

Table 7.33: Contents of the Auto-Analysis status word.

Bit Meaning

0–7 Copy of detector status word from LSPD file
8 Invalid data flag
9 Spectral responsivity error flag
10 Active detector flag
11 Grating spectral responsivity warning flag
12–14 Spare
15 FP flag. Set to 1 if FPL is in use; 0 otherwise
16–23 Spare
24 Invalid photocurrent flag

The invalid data flag indicates that the flux value is not valid. This flag will be set if the SPD contained
no data for this point, or an error occurred during the spectral responsivity correction stage (see below),
or if the invalid photocurrent flag is set (see below). If the ‘percentage data’ field in the SPD status word
is set to 0 then there was no SPD data for this point. This is usually due to data being discarded due to
glitches.
The spectral responsivity error flag indicates that either no responsivity value could be found in the
calibration files for this point, or that the responsivity value found was set to zero.
The active detector flag indicates for L02 and L04 AOTs if this detector is the ‘active’ detector. For these
AOTs only one detector can be active at any one time. For L01, L03 and photometric L02 AOTs this
flag is not applicable and will not be set for any detector.
The grating spectral responsivity warning flag indicates data points which are poorly calibrated. Any
points with this flag set should only be used for wavelength identification of features. See
Section 4.4.4 for more details.
The invalid photocurrent flag indicates that the value of the detector photocurrent from the SPD data
was outside the acceptable range for this observation. This flag is set when the photocurrent value is
a negative value which is less than −1 times the absolute value of the dark current/straylight. Invalid
photocurrent values may be caused by glitches which have not been detected.

7.3 Calibration Files

This section gives a description of all the calibration files used during the automated pipeline processing
of LWS data. The contents of these files are fixed for each version of the processing and can only be
updated when a new OLP version is issued.
The SPD level files are mainly concerned with how LWS output is turned from engineering units to
photocurrent at each grating position and much of this information has remained unchanged since before
launch although parameters such as discard times have been updated in-orbit. The files LCD2, LCFP
and LCD3 are no longer used.
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The Auto-Analysis level files are concerned with the astronomical calibration of LWS and have evolved
with various versions of the LWS pipeline processing as the understanding of instrument calibration has
improved. In particular the photometric and spectral response calibration of LWS has changed with each
version. The LCTP and LCDK files have only been in existence since OLP Version 8.

7.3.1 SPD calibration files

The contents and usage of the SPD calibration files have changed as the pipeline has developed. Some
of the calibration files still read by SPL are no longer used during the processing. Other files contain
information which is no longer used. In the following sections only the information which is actually used
is identified.
Each SPD calibration file contains a version number and date for identification purposes. The version
numbers are contained in the keywords named XXXXVER, where XXXX is the four letter name of the
calibration file. The date is contained in the keyword LDATE. The date and version numbers of the
calibration files used by Derive-SPD are written into the header of the SPD and AAR files as a series of
keywords named LSVERSn (n=1,2,...).

7.3.1.1 LCDT: Discard times file

Type of File: FITS Header

Contents:

• The amount of time to be discarded following each detector reset, in ms. The LCDT file from
OLP Version 7 onwards effectively contains only a single discard time which applies to all
ramps of all detectors. However, due to requirements for previous versions of the pipeline, this
is implemented as two separate discard times for each of the ten detectors. One discard time
is for ‘short’ (high signal) ramps, the other discard time for ‘long’ (low signal) ramps. Since
the introduction of the ∆V/∆t method of slope fitting in OLP Version 7, all discard times are
set to the same value.

• Two keywords specifying the time period that must be discarded after a movement of the
grating or Fabry-Pérot. These times are not in use as the amount of time discarded after each
detector reset has been found to be sufficient to cover mechanism settling times as well.

Table 7.34: LCDT calibration file keywords.

name type unit description

LCDTNSAM I none Threshold for switching from standard set of
detector reset discard times to alternate set.

LCDTTRTn R ms Standard discard time for detector n (n=0...9)
following detector reset. Only used if number of
samples in ramp is less than or equal to LCDTNSAM.

LCDTTRAn R ms Alternate discard time for detector n (n=0...9)
following detector reset. Only used if number of
samples in ramp is greater than to LCDTNSAM.

Use: To determine how much of every integration ramp has to be discarded. Used in Derive-SPD
processing step ‘Construct ramps and discard unusable readouts’, see Section 4.3.2.
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7.3.1.2 LCAL: Readout limits for the analogue electronics

Type of File: FITS header

Contents:

• Ten values specifying for each detector the minimum readout value below which the analogue
amplification chain does not respond. All readouts which are below this value are discarded.
See Table 7.35 for the keywords.

• The following ten keywords specify for each detector the maximum readout value above which
the analogue amplification chain saturates. All readouts above this value are discarded. See
Table 7.35 for the keywords.

Table 7.35: LCAL calibration file keywords.

name type unit description

LCALDMI0 I – Detector SW1 minimum readout
LCALDMI1 I – Detector SW2 minimum readout
LCALDMI2 I – Detector SW3 minimum readout
LCALDMI3 I – Detector SW4 minimum readout
LCALDMI4 I – Detector SW5 minimum readout
LCALDMI5 I – Detector LW1 minimum readout
LCALDMI6 I – Detector LW2 minimum readout
LCALDMI7 I – Detector LW3 minimum readout
LCALDMI8 I – Detector LW4 minimum readout
LCALDMI9 I – Detector LW5 minimum readout

LCALDMX0 I – Detector SW1 maximum readout
LCALDMX1 I – Detector SW2 maximum readout
LCALDMX2 I – Detector SW3 maximum readout
LCALDMX3 I – Detector SW4 maximum readout
LCALDMX4 I – Detector SW5 maximum readout
LCALDMX5 I – Detector LW1 maximum readout
LCALDMX6 I – Detector LW2 maximum readout
LCALDMX7 I – Detector LW3 maximum readout
LCALDMX8 I – Detector LW4 maximum readout
LCALDMX9 I – Detector LW5 maximum readout

Use: To determine which readouts are outside the limits of the electronics. Note that this is not the
same as the ‘saturation’ limits. These limits are specified in the LCDB file.
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7.3.1.3 LCVC: Detector voltage conversion file

Type of File: FITS header

Contents: Two keywords are used in the conversion of raw detector readouts into voltages. The
conversion is done using the formula:

V = (raw detector value - LCVCVOFF) * LCVCVFAC

where the keywords are:

LCVCVFAC= Conversion factor, Volts per raw value
LCVCVOFF= Offset to be subtracted from raw value

The conversion factor and the offset value are REAL values.

Use: To convert the readouts into voltages.

7.3.1.4 LCGA: Analogue amplification gains

Type of File: FITS header

Contents: Eighty keywords (all REAL values) specify the analogue amplification gain for each gain
setting of each detector. Each keyword has the format: LCGADG¡detector¿¡gain¿, where ¡detector¿
specifies the detector as a number between 0 and 9, and ¡gain¿ specifies the gain setting as a number
between 0 and 7.

Use: In Derive-SPD for the conversion of readouts to voltages.
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7.3.1.5 LCJF: JF4 amplifier parameters

Type of File: FITS Header

Contents: Ten keywords specifying the fixed gain of the JF4 amplifier for each detector. Followed by
ten keywords specifying the capacitances associated with each of the JF4 amplifiers. See Table 7.36
for the keyword names.

Table 7.36: LCJF calibration file keywords.

name type unit description

LCJFJG0 R – Detector SW1 JF4 gain
LCJFJG1 R – Detector SW2 JF4 gain
LCJFJG2 R – Detector SW3 JF4 gain
LCJFJG3 R – Detector SW4 JF4 gain
LCJFJG4 R – Detector SW5 JF4 gain
LCJFJG5 R – Detector LW1 JF4 gain
LCJFJG6 R – Detector LW2 JF4 gain
LCJFJG7 R – Detector LW3 JF4 gain
LCJFJG8 R – Detector LW4 JF4 gain
LCJFJG9 R – Detector LW5 JF4 gain

LCJFJC0 R farad Detector SW1 JF4 capacitance
LCJFJC1 R farad Detector SW2 JF4 capacitance
LCJFJC2 R farad Detector SW3 JF4 capacitance
LCJFJC3 R farad Detector SW4 JF4 capacitance
LCJFJC4 R farad Detector SW5 JF4 capacitance
LCJFJC5 R farad Detector LW1 JF4 capacitance
LCJFJC6 R farad Detector LW2 JF4 capacitance
LCJFJC7 R farad Detector LW3 JF4 capacitance
LCJFJC8 R farad Detector LW4 JF4 capacitance
LCJFJC9 R farad Detector LW5 JF4 capacitance

Use: In Derive-SPD for the conversion of readouts to voltages.
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7.3.1.6 LCDB: Saturation voltage thresholds for slope fitting

Type of File: FITS Header

Contents:

This file contains the maximum allowable voltage before a point is regarded as being saturated. See
Section 4.3.4 for a description of how saturated points are handled.

This file also contains values for the ‘de-biasing’ parameters and the thresholds for switching between
first and second order slope fitting. These values have not been used since the introduction of the
∆V/∆t method of slope fitting in OLP Version 7.

Table 7.37: LCDB calibration file keywords.

name type unit description

LCDBVM0 R Volts Detector SW1 maximum readout
LCDBVM1 R Volts Detector SW2 maximum readout
LCDBVM2 R Volts Detector SW3 maximum readout
LCDBVM3 R Volts Detector SW4 maximum readout
LCDBVM4 R Volts Detector SW5 maximum readout
LCDBVM5 R Volts Detector LW1 maximum readout
LCDBVM6 R Volts Detector LW2 maximum readout
LCDBVM7 R Volts Detector LW3 maximum readout
LCDBVM8 R Volts Detector LW4 maximum readout
LCDBVM9 R Volts Detector LW5 maximum readout

Use: In Derive-SPD for identifying saturated points.
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7.3.1.7 LCD1: First level deglitching parameters

Type of File: FITS Header

Contents: See Table 7.38 for the contents of this file.

Table 7.38: LCD1 calibration file keywords.

name type unit description

LCD1GFRA R none Glitches whose height is below this fraction of
the ramp height will be rejected

LCD1SPRA R none ‘Spikes’ whose height is below this fraction of
the ramp height will be rejected

LCD1SDRJ R none Number of standard deviations from mean for point
to be marked as an outlier.

LCD1PGRJ I none Number of ramps to discard after a positive glitch.
LCD1NGRJ I none Number of ramps to discard after a negative glitch.
LCD1GRRJ L none Indicates if the whole of the glitched ramp should

be discarded.
LCD1PGRI I none For illuminator flashes, the number of ramps to

discard after a positive glitch.
LCD1NGRI I none For illuminator flashes, the number of ramps to

discard after a negative glitch.
LCD1GRRJ L none For illuminator flashes, indicates if the whole of

the glitched ramp should be discarded.

Use: Contains various parameters which control the detection and removal of glitched points by first
level deglitching.
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7.3.1.8 LCGH: Glitch History file parameters

Type of File: FITS Header

Contents: The first keyword (LCGHGHMR) gives the maximum number of records that can be written
to the LWS Glitch History file. This was introduced because of early fears that this file might grow
uncontrollably. In fact this has not proved to be the case and this value is set to a high enough
value to cope with all observations.

Table 7.39: LCGH calibration file keywords.

name type unit description

LCGHGHMR I – Maximum number of records

Use: For writing data to the LWS Glitch History file.

7.3.1.9 LCD2: Second level deglitching parameters

Type of File: FITS Header

Contents: This file relates to a deglitching stage used during early versions of the pipeline. This file is
still currently read by SPL, but its contents are not used.

Use: Not used

7.3.1.10 LCFP: Parameters for electronic filters

Type of File: FITS Header

Contents: Ten keywords containing the time constants for the high pass filter for each detector. The
times are specified in seconds.

These values have not been used since the introduction of the ∆V/∆t method of slope fitting in
OLP Version 7.

Use: Not used

7.3.1.11 LCD3: Third level deglitching parameters

Type of File: FITS Header

Contents: This file relates to a deglitching stage used during early versions of the pipeline. This file is
still currently read by SPL, but its contents are not used.

Use: Not used
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7.3.2 Auto-Analysis calibration files

7.3.2.1 General information

All Auto-Analysis calibration files contain a set of standard keywords in their header to identify the
version and validity of the file. These keywords can be used to check that the calibration files are valid
for the data that is being processed. The keywords are checked during the automatic processing of the
data in the OLP pipeline.
The keywords can be found in Table 7.40

Table 7.40: Auto-Analysis calibration files general keywords.

name type unit description

LDATE C – date of creation or update
LVER I – version number
LMODEL C – identifies instrument model (always FM)
LVLSTART I – UTK of start of validity
LVLEND I – UTK of end of validity
LVLBIAn I – indicates the bias level for which

the file is valid for each detector
(0–9). If LVLBIA0 is set to −1
file is independent of bias, other
bias levels are then not present

The version number and date of all the calibration files used by Auto-Analysis are written into the header
of the LSAN file as a series of keywords named LVERSn (n=1,2,...).
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7.3.2.2 LCIR: Illuminator reference file

Type of File: FITS binary table

Contents: The LCIR file is a calibration file which contains a reference photocurrent value for each
ramp in an illuminator flash for each detector. The LCIR is a FITS binary table extension file of
shape 1, i.e. there is only one LCIR file which covers the whole mission.

The file contains an illuminator ‘type’ number as part of each record, allowing it to contain reference
data for more than one ‘type’ of illuminator flash. The comments in the LCIR file header should
describe each flash type stored in the file.

For each flash type the LCIR file contains only the data starting from when the first illuminator was
switched on and ending when the last illuminator was switched off. The background measure-
ments at the beginning and end of the flash are not contained in the LCIR file. The
the reference photocurrent values in the LCIR file have had the background photocurrent already
subtracted.

Each LCIR record contains a status flag which allows selected points to be ignored when ratioing
against the flash data. This can be used to mask out data from illuminator levels which do not
provide useful data. Any photocurrent value in the LCIR file which is set to zero will also be ignored
in the same way. Values may be zero because of glitches in the reference data.

The header of the LCIR file contains keywords which specify NSD, the number of standard de-
viations for median clipping the data. These keywords are: LCIRNSDB (Number of Standard
deviations to use for median clipping of background) and LCIRNSDF (Number of Standard devia-
tions to user for median clipping of flash data).

The record structures is given in Table 7.41

Table 7.41: LCIR calibration file record structure.

name offset Number type unit description

LCIRTYPE 0 1 I*4 – Number identifying type of
illuminator flash

LCIRPHC 4 10 R*4 A Reference photocurrent,
with background subtracted

LCIRPHCU 44 10 R*4 A Uncertainty in reference
photocurrent

LCIRSTAT 84 1 I*4 – Status word. 1=use this value;
0=ignore this value

LCIRICS 88 1 I*4 – Illuminator commanded status

Use: For the flux calibration of the data.
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7.3.2.3 LCGW: Grating position to wavelength conversion parameters

Type of File: FITS binary table.

Contents: This file contains the parameters required for converting the grating LVDT readout values
into wavelength. Since the wavelength calibration changes over time this file contains different
sets of coefficients for different time periods. Each record of the LCGW file contains one set of
coefficients, which are valid for a particular time period. Rather than use a time key directly, the
LCGW file uses the revolution number to identify which record is valid for which time period. Each
record contains the start and end revolution numbers for which it is valid.

The record structure of the LCGW file is shown in Table 7.42.

The header of the LCGW file also contains keywords which contain fixed values for use in the
conversion. These keywords are shown in Table 7.43.

Table 7.42: LCGW calibration file record structure.

name Offset number type unit description

LCGWSREV 0 1 I*4 - Revolution number of start
of validity for this record

LCGWEREV 4 1 I*4 - Revolution number of end of
validity for this record

LCGWCOEF 8 5 R*4 - Conversion coefficients
LCGWADET 28 10 R*4 deg Angle for each detector

Table 7.43: LCGW keywords.

name type unit description

LCGWLINE R - Number of lines per µm on grating
LCGWOdet I - Order number for each detector

(det=‘SW1’...‘LW5’)

Use: Wavelength calibration of the grating.
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7.3.2.4 LCGR: Grating relative response file

Type of File: FITS primary array

Contents: This FITS file contains the grating relative wavelength responsivities for each detector at
selected wavelengths. The file applies for a particular bias level. The data are normalised to the
wavelength at which the absolute responsivity is measured. The relative responsivity includes a
correction for the aperture size of the instrument, assuming the source is a point source in the
centre of the beam. The unit of the relative responsivity therefore is cm2. The file is written as a
FITS primary array with three axis (NAXIS=3). The axis are defined as given in Table 7.44.

Table 7.44: LCGR calibration file structure.

name Number of type unit description
elements

NAXIS1 4 R*4 µm Wavelength
R*4 µm Uncertainty in wavelength
R*4 cm2 Relative Responsivity
R*4 cm2 Uncertainty in responsivity

NAXIS2 10 R*4 – Detector number
NAXIS3 4096 R*4 – Grating LVDT value

The header of the file contains keywords which specify the range of grating positions which are
used within the file and the ‘nominal’ wavelength range for each detector. The nominal range
is where the calibration is of acceptable quality. Everything outside the nominal range has poor
calibration and is flagged with a warning flag in the LSAN status word. These keywords are shown
in Table 7.45.

Table 7.45: LCGR keywords.

name type unit description

LSTARPOS I - First valid grating position in file
LENDPOS I - Last valid grating position in file
LSTRNOMn R µm Start of nominal wavelength range

for detector n (n=0...9)
LENDNOMn R µm End of nominal wavelength range

for detector n (n=0...9)

Use: Relative responsivity correction for grating mode.
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7.3.2.5 LCFW: Fabry-Pérot wavelength calibration parameters

Type of File: FITS Header

Contents: This FITS file contains the parameters required for converting FP position into wavelength.
The parameters are the coefficients for the third order polynomial that is used to describe the
dependence of the wavelength on the position of the FP etalons. Because of the precision of the
FP wavelength calibration, these values should be read into real*8 variables. Table 7.46 gives the
keywords for this file.

Table 7.46: LCFW calibration file keywords.

name type unit description

LCFWFLC0 D – FPL zeroth order coefficient
LCFWFLC1 D – FPL first order coefficient
LCFWFLC2 D – FPL second order coefficient
LCFWFLC3 D – FPL third order coefficient
LCFWFSC0 D – FPS zeroth order coefficient
LCFWFSC1 D – FPS first order coefficient
LCFWFSC2 D – FPS second order coefficient
LCFWFSC3 D – FPS third order coefficient

Use: Wavelength calibration of Fabry-Pérot data.

7.3.2.6 LCGB: Grating spectral bandwidth correction factors

Type of file: FITS binary table

Contents: The correction factor for the grating spectral bandwidth for each of the ten LWS detectors.
For each detector the factor and its uncertainty is given. The record structure can be found in
Table 7.47.

Table 7.47: LCGB calibration file record structure.

name offset number type unit description

LCGBDET 0 1 C*3 – Detector
LCGBSPAR 3 1 I*1 – Filler
LCGBSB 4 1 R*4 1/µm Bandwidth
LCGBSBU 8 1 R*4 1/µm Uncertainty in bandwidth

Use: In Auto-Analysis to correct fluxes for the spectral bandwidth for grating spectra.
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7.3.2.7 LCDK: Fixed dark current calibration file

Type of file: binary extension FITS file

Contents: The file contains the dark current values for each detector.

7.3.2.8 LCTP: Fabry-Pérot throughput correction calibration file

Type of file: FITS header

Contents: The file contains the coefficients of the polynomial fits of η ×T (λ) (product of the transmission
efficiency T (λ) and the effective spectral element width η(λ)) for FPS and the two sections of FPL
(SW4–LW1 and LW2–LW5)



Chapter 8

Getting Started with LWS Data

LWS data are supplied via ftp1 from the ISO Data Archive (IDA) in the form of FITS files.
Although the main product, the LSAN files, are in a suitable format for any astronomical package, a
dedicated software package for analysing both SWS and LWS data exists: the ISO Spectrometer Analysis
Package (ISAP) (see section 8.2.2).
For some data sets, observers may want to re-run the Auto-Analysis processing stage interactively before
proceeding with the ISAP reduction. The LWS Interactive Analysis (LIA) package is produced for this
purpose (see Section 8.2.3).

8.1 Retrieving and Reading the Data

LWS data, as any other ISO data, can be retrieved from the ISO Data Archive (IDA) at the following
address:

http://www.iso.vilspa.esa.es/ → Access the Archive

We refer to the ISO Handbook Volume I, [21] for more information on the ISO Data Archive and how to
use it.
The ISO data files obtained can either be general, applying to all instruments e.g. satellite pointing,
housekeeping etc., or instrument specific. A full description of the general file types are also given in the
ISO Handbook Volume I, [21], along with a description of the data layout for each of these files. The
LWS specific files are fully described in Chapter 7 in the present handbook volume.
A recommendation for new users is to request the data files using the default ’basic science’ retrieval
option. This option allows an observer to retrieve a basic set of files for the requested observation
although it is expected that most users will only require the final LSAN product file (see Section 7.2.7).
However, for most options of the LWS Interactive Software (LIA), the user will need to retrieve the data
at SPD level.
All ISO product files are in FITS format and almost all, including all LWS specific product files, have
the data stored in a FITS binary extension.
They can be read for example with the ‘mrdfits’ command in IDL.
The following is an example to read wavelength and flux in the file lsan63901302.fits:

new=mrdfits(’lsan63901302.fits’,1,h1)
wavelength=new.lsanwav
flux=new.lsanflx

1Archive products can also be downloaded directly from the ‘Latest Results’ screen by clicking on the ‘Retrieve’ button
after IDA Version 5.2, released in July 2002
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8.2 Analysing the Data

To help you in analysing and processing further the LWS data we recommend that you make use of the
two packages especially developed for this purpose: ISAP and LIA.
The user is also refered to the LWS data reduction recipes.

8.2.1 LWS data reduction recipes

The recipes are available from:
http://www.iso.vilspa.esa.es/ → ISO Explanatory Library → LWS

The recipes are structured as worked examples for the following AOT types:

• LWS01 - Grating wavelength range

– Faint source

– Medium brightness source

– Bright source

• LWS02 - Grating line spectrum

• LWS04 - Fabry-Pérot Line scans

8.2.2 The ISO Spectral Analysis Package (ISAP)

This is a software package that was specifically written for LWS and SWS data. The package was written
jointly by the LWS Instrument Team, the SWS Instrument Team and IPAC. It can read in the product
files and write as ouput FITS files, ASCII files or IDL save files. This package requires an IDL licence
and the IDL path should also include the IDL astronomy library which is available at:

http://idlastro.gsfc.nasa.gov/

The routines in ISAP have been tailored to reduce LWS data. ISAP allows the user to flag or delete
data points that are clearly wrong (due to undetected glitches for instance) and to perform most of the
basic operations for spectral analysis like averaging scans with different averaging routines, scaling the
detectors to make smooth spectra, rebinning spectra to a standard wavelength scale, adding a constant,
averaging spectra, subtracting a background spectrum from a spectrum, measuring line intensities
and fitting line profiles, as well as some LWS specific operations like defringing the data.
A full set of documentation, including cookbooks for reducing each observation type is available with
ISAP.
ISAP can be downloaded from the ISO website in IPAC:

http://www.ipac.caltech.edu/iso/ → ISAP

or
http://www.iso.vilspa.esa.es/ → ISO Data Analysis Software → ISAP

8.2.3 The LWS Interactive Analysis (LIA)

This package is written as a set of IDL routines, to be used together with ISAP. The routines are
written to allow users to inspect, reprocess and recalibrate their LWS data with the possibility of
interactively customizing the various data reduction stages to their particular set of data. It also allows
some extra functionalities, like the interactive FP responsivity correction. LIA is a joint developement of
the ISO-LWS Instrument Team at Rutherford Appleton Laboratories (RAL, UK - the PI Institute) and
the Infrared Processing and Analysis Center (IPAC/Caltech, USA).
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As of June 2003 the current version of LIA is version 10.1. LIA can be downloaded from the UKIDC web
site:

http://jackal.bnsc.rl.ac.uk/isouk/

or
http://www.iso.vilspa.esa.es/ → ISO Data Analysis Software → LIA

A full set of documentation is available at this web site. If you need further help with LIA, you can
contact the UK ISO National Data Centre (isouk@rl.ac.uk).

The following lists the routines included in LIA together with a short description.

• Inspection Routines: designed to allow the LWS data user to inspect his/her pipeline products
as produced through the Standard Processing stage (SPD) and the Auto-Analysis stage (AAR).

– INSPECT_SPD: Displays SPD results before and after the application of the standard deglitching
algorithm. A two panel plot with a Graphical User Interface (GUI) appears on the screen.
The user can display the data in LWS instrument time key (ITK) units, or in seconds from
the start of the observation. The display can be zoomed to look in more detail at the effects
of the glitches. Various glitch statistics are reported.

– INSPECT_IPD: Displays illuminator flash sequence data for closed flashes. The dark currents as
measured at the start of each closed flash are also displayed. The user can get an impression
here whether the calculated dark currents are in line with the latest best estimates from the
PV phase/Handover flashes. Dark currents in flux units are also listed.

– INSPECT_DRIFT: Displays the SPD results before and after the detector responsivity drift
correction is applied. Only suitable for displaying grating LWS01 data.

– INSPECT_ABS: Displays the absolute responsivity correction factors (the ratio of closed illu-
minator flash data referenced to the illuminator flash data at the time of flux calibration
observation).

– INSPECT_RSRF: Displays the SPD data (LSPD file), the Relative Spectral Response Function
(RSRFs in the LCGR file) and the AAR data (LSAN - the LWS Auto-Analysis results file) in
wavelength units. A two panel plot with a GUI appears on the screen. The upper panel shows
the LSPD and the RSRF (normalised to the LSPD data at the grating rest position). Only
suitable for grating AOTs, i.e. LWS01 and LWS02. This routine is expected to be useful for
verifying the existence, or otherwise, of some of the more interesting features present in the
LSAN file.

– INSPECT_RASTER: Displays the pointing directions for raster observations, as well as for single
pointings.

• Interactive Routines: designed to allow the user to customize the data reduction process and to
tune the algorithms used in the data reduction.

– IA_DARK: Dark Current (DC) subtraction. The estimate and subtraction of the DC is a critical
point particularly for faint sources and for FP observations in general; in these cases signal
received is at the detector noise level and hence an incorrect DC subtraction may lead to
negative photocurrents; as these are later divided by the instrumental transmission profiles
(RSRF) the resulting calibrated spectrum will be potentially difficult to interpret.

– IA_DRIFT: Responsivity Drift (RD) correction. It is well known that the LWS detectors present
a temporal drift in responsivity . Its removal is based on the evaluation of the time series of
averages of spectral scans; the obvious requirement is that the scan range and the source’s
intrinsic signal does not vary. The sole case in which this requirement is met is with single
pointing L01 AOTs (fortunately the majority of LWS observations).
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– IA_ABSCORR: Absolute Responsivity Correction (ARC) factors. ARCs are the values used to
scale the detector responsivities to the values measured when the LWS primary calibrator
(Uranus) was observed, and on which the instrumental transmission profiles of the instrument
have been derived.

– FP_PROC (for FP data only): An interactive tool which produces calibrated LSAN files for FP
observations. It can handle both L03 and L04 AOTs and allows important functions such as
i) realignment of scans in an L03 AOT; ii) correction for incorrect grating positioning in an
L04 AOT; or iii) reprocessing using either a default or a user supplied set of dark currents (for
this reason FP_PROC also belongs to the third routine class - see below).

– GUI_FPMF An interactive tool to perform FP multi-Gaussian fitting of a single blended line.

– DEFRINGE(L01, L03 and L04): This tool is written for interactive defringing of LWS data. It
requires an LSAN file containing data which has been averaged across each separate detector
(for L01 AOT) or mini-scan (for L03 AOT), or line (for L04 AOT). This is because the fringes
change with wavelength and therefore the routine removes the fringing by detector (L01),
mini-scan (L03) or line (L04). If the data is not averaged in this manner, the GUI will not
work.

• Recalibration Routines: designed to allow the user to recalibrate the data reprocessed using the
interactive routines, or to make a complete non-interactive reprocessing using defaults other than
those used by the automatic OLP.

– SHORT_AAL (for Grating data only): utilitity to recalibrate an L01 or L02 observation. It
essentially performs wavelength and flux calibration using interactively reprocessed data (see
above) as input. It can also perform a general reprocessing (without using the interactve
routines) using default settings which are different from those used by the OLP. There are a
number of keywords which need to be used when calling SHORT_AAL, depending on which of
the interactive routines have previously been used.

– FP_PROC (for FP data only, same routine as in second class): utilitity to recalibrate an L03
or L04 observation. It essentially performs wavelength and flux calibration using interactively
reprocessed data (see above) as input. It can also perform a general reprocessing (without
using the interactive routines) using default settings which are different from those used by
the OLP. It also allows interactive manipulation of the data (for this reason FP_PROC also
belongs to the second routine class, see above). A number of keywords should be used when
calling FP_PROC, depending on which of the interactive routines have previously been used.
In LIA Version 10 FP_PROC was extensively modified to include non-prime data, extend the
grating profiles, improve the throughput coefficients and remove side-order contamination.

– CORRECT_SPECTRUM - corrects an averaged, de-fringed off-axis point source spectrum to the flux
and spectral shape that would be seen had the source been observed on-axis.

– EXTENDED_FLUX - re-calibrates an averaged, de-fringed spectrum of an extended source to flux
per steradian or MJy/sr. The routine corrects the flux and spectral shape and corrects for
the effective beam of the instrument. However, the re-calibration assumes a smooth extended
source, which rarely applies in practice.

– SS_CORR - corrects for strong-source effects, which occur in detectors LW1 to LW4 (see Sec-
tion 5.7). The routine produces a corrected LSPD file, that the user has to process through
SHORT_AAL to create the corrected LSAN file for further analysis. Two different sets of correc-
tion coefficients are available, based on models of Mars and Saturn respectively. The resulting
spectra need to be checked to see which coefficients give the better result. Further work is
currently being undertaken to determine a uniform approach for applying this correction, to
eliminate the need to select coefficients or perform subsequent processing. In the meantime,
users who require assistance with applying this correction to their data should contact experts
at the UK ISO Data Centre (see Section 6.10).
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In 2003 and 2004, it is planned to introduce a few new LIA routines.

• GR_TRANSIENT - applies a transient correction for grating data only. The GUI-based routine, to
be included in a future version of LIA, will perform the transient correction on L01 grating data,
starting at SPD level. The responsivity drift correction and deglitching are carried out prior to the
transient correction being applied. The routine applies the transient correction using the Fouks-
Schubert method as described in Section 6.9. The routine looks for the three tunable parameters α,
β and E that minimize the quadratic differences between forward and backward scans. The output
is one forward and one backward scan, that the user can compare to one another to see how well
the correction performed. The starting values for α and β are given in Table 6.2. For E the starting
value is 1.0.

• NIR_LEAK - work has been completed on correcting the LWS data known to be affected by the the
near-infrared light leak, with corrected data imported to the ISO Data Archive. A LIA routine may
however be released for performing this correction in a future version.

8.3 Analysing Parallel/Serendipity Mode Data

Several interactive analysis packages, written in IDL, are available at the UK LWS web site:
http://jackal.bnsc.rl.ac.uk/isouk/ → Software

→ LWS parallel mode products and analysis tools

to analyse the products of parallel and serendipity observations. They can either be run interactively from
the command line or via a GUI. These allow combining individual rasters and pointings into uniformly
gridded maps. There are also routines which allow potential point sources to be extracted from serendipity
mode and maps to be produced from serendipity mode observations. Further analysis can then be done
on the maps with other packages.

8.4 Where to Find the Calibration Parameters

Table 8.1 gives in alphabetical order the calibration files where the observer can find the calibration
parameters that are used in the data processing. The instrumental calibration parameters are used
in the Derive-SPD process and the astronomical calibration parameters are used in the Auto-Analysis
process. The table also give the reference to the table that describes the calibration file in this document.
The descriptions of these calibration files are given in Section 7.3.1 and Section 7.3.2.
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Table 8.1: List of instrumental and astronomical calibration parameters used respectively in Derive-SPD
and in Auto-Analysis.

Type Parameter File Table or Section

Instrumental Analogue amplification gains LCGA Section 7.3.1.4
Detector amplifier (JF4) capacitances LCJF Table 7.36
Detector amplifier (JF4) gains LCJF Table 7.36
Detector readout to voltage conversion LCVC Section 7.3.1.3
First level deglitching parameters LCD1 Table 7.38
Maximum voltages on the detectors LCDB Table 7.37
Readout limits of the electronics LCAL Table 7.35
Time periods to be ignored after a reset LCDT Table 7.34

Astronomical FP wavelength calibration coefficients LCFW Table 7.46
Grating relative response curves LCGR Table 7.44
Grating spectral bandwidth correction LCGB Table 7.47
Grating wavelength calibration table LCGW Table 7.42
Standard illuminator photo currents LCIR Table 7.41
Fixed dark current values LCDK Section 7.3.2.7
Fabry-Pérot throughput correction LCTP Section 7.3.2.8

8.5 Useful Web Addresses

• The ISO Data Archive:
http://www.iso.vilspa.esa.es/ → Access the Archive

• The LWS homepage at the ESA ISO Data Centre (IDC) in Vilspa:
http://www.iso.vilspa.esa.es/ → ISO Explanatory Library → LWS

• The general ISO LWS homepage at the UK ISO Data Centre at RAL:
http://jackal.bnsc.rl.ac.uk/isouk/

• The LWS homepage at the US ISO Science Support Center at IPAC:
http://www.ipac.caltech.edu/iso/
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List of Acronyms

AAL Acronym to indicate the LWS Auto-Analysis programme.

AAR Auto-Analysis Result. This is a generic name for the results of the Auto-Analysis programme.
For LWS it usually refers to the LSAN product file, but it can also include the other product files
generated by Auto-Analysis (LSNR, LGIF, LSCA, LIAC).

ADC Analogue to Digital Converter

AMAG Anamorphic Magnification (the ratio of the diameter in the dispersion direction to that in the
non-dispersion direction)

APU Analogue Processing Unit

AOT Astronomical Observation Template: the standard observing modes for the ISO instruments.

COIF Calibration Observation Implementation File. Such files were used to define an observation which
had to be performed in a non-standard mode, i.e. not using the AOTs

CSH Compact Status History

DPU Digital Processing Unit

ERD Edited Raw Data. This is a generic name for the raw data files used as an input to the Derive-SPD
programme. In the LWS case it usually refers to the LGER, LLER, LSER or LIER files.

EOHA Executed Observation History per AOT: this file gives for every performed AOT the timing and
some information about that AOT (see full description in the ISO Handbook Volume I.

EOHC Continuous Executed Observation History. Essentially a copy of EOHA

EOHI Edited Observation History per ICS: This gives for every ICS that was sent to the satellite the
timing and some information for that ICS (see full description in the ISO Handbook Volume I.

FET Field-Effect Transistor

FITS Flexible Image Transport System

FOV Field Of View

FP Fabry-Pérot.

FPL Long wavelength Fabry-Pérot.
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FPS Short wavelength Fabry-Pérot.

FPU Focal Plane Unit

FWHM Full Width Half Maximum.

GUI Graphical User Interface.

HPDP Highly Processed Data Products.

ICS Instrument Command Sequence: command that is translated by the on-board software of the
instrument to a sequence of actions. This is the normal way to command the ISO instruments.

IDA ISO Data Archive.

IDUM Instrument Data Users Manual.

ISAP ISO Spectral Analysis Package: software package developed specifically for analysis of data ob-
tained with the two ISO spectrographs (LWS and SWS).

ITK Instrument Time Key (= 2−14 sec)

JCMT James Clerk Maxwell Telescope

LIA LWS Interactive Analysis: package of IDL routines written to allow the user to interactively inspect,
reprocess, and recalibrate their LWS data.

L01-4 names attributed to the four observing modes (also called AOTs) , L01 and L02 are grating modes
and L02 and L03, Fabry-Pérot modes. They are sometimes noted LWS01 - LWS04

LHe Liquid Helium

LW1-5 labels for the 5 long wavelength LWS detectors

NEP Noise Equivalent Power

NEFD Noise Equivalent Flux Density

NESD Noise Equivalent Spectral Density

NIR Near Infrared

M2 the second mirror in the LWS optical path (see Figure 2.2).

OCT Observatory Command Template: template used to tranfer the commands (instrument or other)
to the satellite. This also includes e.g. the pointing requests.

OLP Off-Line Processing, also referred to as the ‘pipeline’. It refers to the software that automatically
processes the LWS data from the raw telemetry data up to calibrated spectra.

OTF On-Target Flag

PSF Point Spread Function

PV Performance Verification: the initial phase of two months of the ISO operations, when the instrument
performance in orbit was tested and characterised.

rms Root Mean Square

RSRF Relative Spectral Response Function
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SCP Spacecraft Commissioning Phase: The first three weeks of ISO in orbit operations when all the
systems of the satellite and instruments were functionally tested.

SOC Science Operations Centre

SPD Standard Processed Data: The result of the first stage of the ISO data processing. This is one of
the products that is sent to the observers.

SPL Acronym for LWS Derive-SPD programme.

SW1-5 labels for the 5 short-wavelength LWS detectors

TDATA Transparent Data: information about the observation that does not need to be uplinked to the
satellite but that is needed to process the data.

TDF Telemetry Distribution File: The file format in which the data is received from the satellite at the
ground station.

TDT Target Dedicated Time. It is the entire time spent to perform all observations of a concatenated
group (in many cases, just one observation). TDT = observation time + overhead time.

UTC Universal Time (Coordinated)

UTK Uniform Time Key: the time key that is used as a timekey for all ISO data products (for details
see the ISO Handbook Volume I)
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Index

AAL, 33, 42, 57
AAR , see Auto-Analysis
absolute flux calibration, 57, 59
absolute responsivity correction, 42, 43, 59, 175
analogue processing unit, 5
AOTs, 26
aperture sizes, 12, 77, 80
Auto-Analysis, 31, 33, 42, 128, 151, 159, 167,

175, 177

beam profile, 77
bias boosts, 23, 125

calibration files, 159, 177
Auto-Analysis, 167

LCDK, 33, 49, 159, 172, 178
LCFW, 33, 51, 171, 178
LCGB, 33, 50, 171, 178
LCGR, 33, 50, 52, 60, 110, 170, 175, 178
LCGW, 33, 49, 169, 178
LCIR, 33, 43, 44, 59, 168, 178
LCTP, 33, 62, 159, 172, 178

SPD, 160
LCAL, 32, 36, 161, 178
LCD1, 32, 38, 40, 42, 165, 178
LCD2, 159, 166
LCD3, 159, 166
LCDB, 32, 37, 164, 178
LCDT, 32, 36, 160, 178
LCFP, 159, 166
LCGA, 32, 37, 162, 178
LCGH, 32, 166
LCJF, 32, 37, 41, 163, 178
LCVC, 32, 37, 162, 178

calibration sources, 65, 85
CAM, 1
CSH, 31, 35

dark current, 42, 44, 48, 54, 62, 108, 172, 175
dark signal, 49, 63
de-biasing, 22, 71, 75
Derive-ERD, 31
Derive-SPD, 31, 32, 35, 57, 177

detectors, 17
angles, 85
background, 44
bias levels, 18
integration ramps, 22, 25, 36, 37, 41, 75
LW1, 66, 72, 110, 119, 123
LW2, 72, 110, 113, 117, 119
LW3, 72, 112, 113, 117, 119
LW4, 72, 112, 113, 119
LW5, 29, 73, 75, 85, 112, 113
non-linearities, 71, 119
redundancy, 8
spikes, 37, 39
SW1, 29, 108, 110, 113, 117
SW2, 29, 89, 110, 120, 123
SW3, 110, 120
SW4, 85

digital processing unit, 5

EOHA, 35, 129, 130
EOHI, 35, 129, 130
ERD, 31, 32, 35, 128, 130
extended sources

correction, 81, 82, 176
fracturing, 107
fringes, 105

Fabry-Pérot
description, 14
flux calibration, 61
flux error estimation, 52
grating profile removal, 120
line profiles, 99
non-prime data, 122
photometric accuracy, 57, 71
responsivity drift correction, 125
side order contamination, 123
spectral resolution, 99
spurious features, 120
throughput correction, 51, 61, 172
wavelength accuracy, 57, 96
wavelength calibration, 50, 92, 120, 171

field of view, 5, 77, 80, 82
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filters
transmission, 8

FITS keywords, 129
focal plane unit, 5
FPL, 16, 28, 122, 123, 138

spectral coverage, 16
spectral resolution, 99
throughput correction, 61

FPS, 16, 28, 122, 123, 137
spectral coverage, 16
spectral resolution, 99
throughput correction, 61

fracturing, 107
fringes, 6, 78, 105, 107, 176

glitches, 23, 37, 39, 40, 42, 105, 148, 165, 166,
175

grating
description, 8
efficiency, 13
flux error estimation, 52
line profiles, 88–90, 92
photometric accuracy, 57, 66
responsivity drift correction, 54, 175
spectral bandwith correction, 50
spectral coverage, 8
spectral resolution, 25, 88, 90
spectral responsivity, 50, 170
spurious features, 108, 112
wavelength accuracy, 57, 87
wavelength calibration, 49, 85, 169

IDA, 1, 173
illuminator flashes, 23, 24, 29, 30, 42–44, 46, 48,

59, 175
interactive analysis, 2, 31, 57, 73, 107, 108, 110,

115, 120, 121, 123, 125, 173–176
IRAS, 67, 82
ISAP, 2, 105, 107, 108, 119, 120, 173, 174

L01 , see LWS01
L02 , see LWS02
L03 , see LWS03
L04 , see LWS04
LCAL , see calibration files
LCD1 , see calibration files
LCD2 , see calibration files
LCD3 , see calibration files
LCDB , see calibration files
LCDK , see calibration files
LCDT , see calibration files
LCFP , see calibration files
LCFW , see calibration files

LCGA , see calibration files
LCGB , see calibration files
LCGH , see calibration files
LCGR , see calibration files
LCGW , see calibration files
LCIR , see calibration files
LCJF , see calibration files
LCTP , see calibration files
LCVC , see calibration files
LGER , see product files
LGIF , see product files
LIA , see interactive analysis
LIAC , see product files
LIER , see product files
line profiles, 88–90, 92, 99
LIPD , see product files
LLER , see product files
LPAA , see product files
LPAD , see product files
LPSP , see product files
LSAA , see product files
LSAN , see product files
LSCA , see product files
LSER , see product files
LSNR , see product files
LSPD , see product files
LSSP , see product files
LSTA , see product files
LWGH , see product files
LWHK , see product files
LWS, 1
LWS01, 26, 43, 47, 107, 128, 129, 174
LWS02, 26, 27, 43, 47, 128, 129, 174
LWS03, 27, 35, 43, 47, 49, 107, 120, 122, 125,

128, 129
LWS04, 27, 43, 47, 49, 107, 120, 122, 128, 129,

174

near-infrared leak, 68, 110, 177
NEP, 63

observing modes, 25
narrow-band photometry, 27
parallel mode, 27, 29, 54, 99, 101, 128, 149,

157, 158, 177
serendipity mode, 27, 29, 54, 63, 99, 100,

128, 149, 157, 177
off-axis observations

fracturing, 107
fringes, 105
interactive correction, 176

OLP, 31
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optics, 5

particle hits, 23
photometric accuracy, 57, 65–67, 71
PHT, 1
product files, 128, 143, 151

Auto-Analysis
LGIF, 33, 43, 46, 48, 127, 156
LIAC, 33, 43, 44, 49, 127, 154
LPAA, 127, 157
LPAD, 127, 158
LSAA, 127, 157
LSAN, 33, 43, 52, 127, 129, 151, 159, 173
LSCA, 47, 127, 155
LSNR, 52, 127, 154, 159

ERD
LGER, 35, 127, 136
LIER, 35, 127, 135
LLER, 35, 127, 138
LSER, 35, 127, 137
LSTA, 31, 35, 127, 130
LWHK, 35, 127, 139

SPD
LIPD, 32, 33, 35, 42, 43, 45, 49, 127, 129,

147, 150
LPSP, 127, 149
LSPD, 35–37, 41, 42, 127, 129, 143, 150,

175
LSSP, 127, 149
LWGH, 32, 35, 41, 127, 129, 148

PSF, 78, 83

quality check, 35

ramps, 25
discarded readouts, 36
quarter-second processing, 75
saturation, 37
slope extraction, 41

readout electronics, 20
readouts

conversion to voltages, 36
selection, 36

relative spectral response function , see RSRF
responsivity, 8, 42, 50, 51, 57, 73, 108, 170

drift correction, 42, 47, 54, 125, 175
rest position wavelengths, 54
RSRF, 57, 60, 108, 115, 175

sensitivity, 63
solid angles, 81
spatial resolution, 5
SPD, 31, 32, 128, 143, 160, 175

spectral bandwith correction, 50
spectral coverage, 8, 18
spectral resolution, 5, 25, 88, 99
SPL, 32, 35
spurious features, 108, 112, 120
straylight, 42, 44, 48, 83
strong source correction, 71, 77, 119, 176
SWS, 1, 174

TDF, 31
throughput correction, 51
transient effects, 89, 92, 99, 113, 115, 117, 177
transparent data, 129

Uranus model, 57

velocity correction, 51

warm-up features, 112
wavelength accuracy, 57, 87, 96
wavelength calibration, 49–51, 85, 92, 120, 169,

171


